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SOLVING DIFFERENTIAL EQUATIONS 
BY EVENT DRIVEN TECHNIQUES 
FOR PARAMETER OPTIMIZATION 
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Abstract. In this paper we consider the numerical solution of the large sys­
tem of nonlinear differential equations. We assume that the system simulates the 
semiconductor circuit. We apply the well known event driven techniques to get 
some approximation of solution fast. We extend those techniques by considering 

pairs of nodes, instead of single nodes, as usual. The "pairwise"solution is more 
efficient in tightly coupled circuits. The improvement of efficieny of solution is 
important optimizing the parameters of circuits. In many cases we need the global 
optimization of equation parameters. Then, the modeling speed could be the main 

factor of successful application. 
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1. Event driven techniques. In the circuit simulation we represent 
each of the nonlinear device in the circuit by a time-invariant network with 
nonlinear resistors, nonlinear capacitors, and nonlinear current sources. 
Using a nodal formulation (Chua and Lin, 1975) we get 

C(x):i: + G(x)x = U(t), (1) 

where x represents the voltages of n nodes, C(x) = (Cij(X)), Z,) = 
1, ... ,n is the matrix of nonlinear capacitors, G(x) = (9ij(X)), Z,) = 
1, ... , n is the matrix of nonlinear conductances and U ( t) = (u i ( t) ), i = 
1, ... , n represents a time-dependent input. We assume that the order of 
Eq. 1 is equal to the number of nodes n. 
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We represent nonlinear differential Eq. 1 as a sequence of linear dif­
ferential equations. We do it by fixing the voltage-dependent parameters 
C(xk) = C k and G(xk) = Gk at some discrete values x = xk, cor­
responding to the moments t = t k. We fix time-dependent parameters 

U ( t k) = Uk at the moments t = t k. We update those parameters after 
each step k = 0, 1,2, ... of approximate solution. Thus for any node i 
we can write 

(2) 

Here Ji is the set of nodes adjacent to node i, Cij = Cji, and 
9ij = 9ji· Increasing the number of steps K the solution of linearization 
(2) may approach the solution of nonlinear equations (1). 

The popular system of semiconductor circuit simulation SPICE (Na­
gel, 1975), while solving the equations similar to (2) uses sparse matrix 
techniques (Crout, 1941). Thus the results of simulation may converge to 
the exact solution of the system (1). However the amount of calculations 
using SPICE is to large to carry out the multiply simulation, which usually 
is needed if we wish to optimize the circuit. 

The alternative system CINNAMON approximately solving (2) uses 
event driven techniques (Freitas, 1987; Vidigal et al., 1986). The tech­
nique considers only one node at a time, keeping the remaining nodes 
"constant". It means that in system (2) the voltages xk and their deriva­
tives i;k at the adjacent nodes remain constant until the next k + 1 step. 

The CINNAMON system defines the next moment t k+1 as the min­
imal time to get the significant change of voltage. It means that we fix the 
set of voltage values xk, but not the time moments t k. as usual. Thus the 
next moment t k+1 is the nearest moment when the voltage reach the next 
(higher or lower) discrete value xf. We call this moment as the event. 
The event k + 1 means that we update values of x = xk+l, i; = i;k+l, 
C = Ck+l, and G = Gk+l. 

We may get the next event t k+1 by solving linear differential Eq. 2 
for each node i = 1, ... , n while keeping the voltages of other nodes 
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constant. So we define the "critical"moment tf when the nearest discrete 
value of the voltage x:+1 is reached. We can do it by analytical solution 
of (2) for i = 1, ... , n. Then 

tk+1 = min t~+l. 
l~i~n ' 

(3) 

If there are no tightly coupled nodes then this technique usually 
works very well. However we get a lot of trouble, if there is at least one 
pair of tightly coupled nodes, what is rather usual. 

The main idea of this paper is to extend the event driven techniques to 
the case of tightly coupled nodes. We can do it by considering separately 
not single nodes but pairs of nodes. We may get the analytical solution 
of the pairs (i, j) of linear differential Eq. 2. Thus we can define the 
"critical"moments tf for each node i and may get the next event by 
expression (33). 

Obviously the specific algorithm in the "pairwise"case is more com­
plicated as compared to single node one. However it pays, if some nodes 
are tightly coupled. We shall describe the pairwise algorithms later, in 
the Section 3. 

The "pairwise"event driven techniques usually work well, but need 
more calculations. We can reduce the unnecessary calculations if we con­
sider not the all pairs of adjacent nodes but only tightly coupled pairs. 
Thus the pairwise technique turns into the single node technique of CIN­
NAMON type, if there are no tightly coupled nodes. 

2. Critical moment. We may define the critical moments t:+l = 
t:+ 1 (j) by the analytical solution of the pair (i, j) of linear differen­
tial equations (2), keeping the remaining nodes "constant". This is the 
main part of the pairwise algorithm, therefore we shall give the complete 
description. From (2) writing all constants on the right side we get 
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(4) 

Denote the right parts by bi and bj correspondingly 

(5) 

where 

(6) 

The coefficients Ai, A j and .. ·t, A j of partial solutions we define 
by the following equations 

tion 

(Ciir + gii)Ai - (cijr + gij)Aj = 0, 

-(Cjir + gji)Ai + (cjjr + gjj)Aj = 0, 

(Ciir + gii )Ai - (cijr + gij )Aj = 0, 

-( Cjir + gji)Ai + (cjjr + gjj )Aj = 0. 

(7) 

The eigen-values rand r in (7) we define by the characteristic equa-

I 
Ciir + gii 

-Cji r - gji 
-Cijr - gij I = 0. 
cjjr + gjj 

(8) 
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Solving (8) we get 

T = -p/2 + Vp2/4 - q + f, 

r = ~p/2 - Vp2/4 - q + f, 

(9) 

(10) 

where 

9iiCjj + 9jjCii - Cij9ij - Cji9ji 
p= , 

CiiCjj - CijCji 
(11) 

9ii9jj - 9rj 
q = CiiCjj - Clj . 

(12) 

Here f > 0 is some small nwnber which keeps T and r different to 
avoid unnecessary complications. 

Substituting T and r from (9) and (10) into expression (7) we can 
write 

and 

Ai = CiiT + 9ii Ai = CjiT + 9ji Ai, (13) 
CijT + 9ij CjjT + 9jj 

A- . - Cii r + 9ii A-' _ Cji r + 9ji A-· (14) 
J - - 1 - - I' 

CijT + 9ij CjjT + 9jj 

Now the partial solutions of homogeneous equations (5) 

A rt D rt 
Xi = i e = i e , 

A rt hD rt Xj = je = ie, 

- rt 1't 
Xi = Ai e = D j e , 

- 1't - rt 
Xj = Aje = hDie . 

Here D i and D j are the integration constants and 

h _ CiiT + 9ii _ CjiT + 9ji - - , 
CijT + 9ij CjjT + 9jj 

h = Cii r + 9ii = Cji r + 9ji . 

Cijr + 9ij cjjr + 9jj 

(15) 

(16) 
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Thus the general solution of the homogeneous equations (5) 

(17) 

We can get the partial solution of nonhomogeneous equations (5) 

by substituting the general solution x i and x j (17) of corresponding 
homogenious part of (5) into complete nonhomogeneous equations (5), 

and assuming that D i and D j are not constants but depend on time 

Di = Di(t), Dj = Dj(t). Thus 

or 

and 

Here Di = dDi(t)/dt and Dj = dDj(t)/dt. 
Denote 

ai = Cii - cijh, lli = Cji - cijh, 

aj = -Cjj + cjjh, llj = -Cji + cjjh, 

rt 
Vi = aje , 

rt 
Vj = aje , 

- - rt 
Vi = ai e , 

- - ft 
Vj = aje 

Then from (19) 

. . 
DjVj + D/Vi = bi , 

DjVj + D/Vj = bj . 

(18) 

(19) 

(20) 

(21) 

(22) 
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From (22) 

From (23) and (21) 

Denote 

Then 
D· H -rt 

i = i e , 
. -1't 

Dj = Hje .. 

After integration of (26) 

From (17) and (27) 

if r =I- 0, 
if r = 0; 

if f =I- 0, 
if r = O. 

Xi = -(Hdr + Hj If) + Dioert + Djoe1't, 

Xj = -(hHdr + hHj/f) + DiOert + Djoe1't. 

(23) 

(24) 

(25) 

(26) 

(27) 

(28) 
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We are looking for the partial solution, therefore we may set the 

integration constants' to zero D iO = D jO = O. Then the partial solution 
of nonhomogeneous equations (5) 

Xi = -(Hdr + Hj/f), 

Xj = -(hHdr + hHj/f). 
(29) 

Expressing the general solution of nonhomogeneous equation (5) as 
the sum of the general solution (17) of homogeneous equation (5) and 
the partial solution (29) of nonhomogeneous equation (5) we get 

(30) 

Here D i and D j are constants. We shall define those constants by 
, the initial values of x. Denote the values of Xi and X j at the zero moment 
t = 0 as XiO and X jO correspondingly. 

Denote 
H = -(Hdr + Hj/f), 
fI = -(hHdr + hHj/f). 

Then the initial values 

XiO = H + Di + D j, 
XjO ,- fI + hDi + hDj. 

We can define constants Di and Dj by solving equations (31) 

D. _ (XjO - fI) - (XiO - H)h 
1- h-h ' 

D . _ (XiO - H)h - (XjO - fI) 
)- h-h . 

(31) 

(32) 

3. The pairwise event driven techniques. Now we specify the or­
der in which we shall process nodes. We will make as few changes as 
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possible as compared to the well known single event driven technique 
CINNAMON. First we recall the CINNAMON algorithm: 

Step O. Set the starting time t = to. Linearize the equations at the 

starting voltage level Xi = X? 
Step 1. Solve equations (2) for each node i. Determine the time tt 

when the node i will mark the next event. l 

Step 2. Choose the node i k+l with the smallest time tk+l 
mini t~+l and set the corresponding voltage to the new level Xjk+l 

k+l 
X jk +1 • 

Step 3. Linearize the equations at the new voltage level X7k"t; for all 

the nodes i adjacent to the node i k+ 1 . 

Step 4. Set the time for this group of nodes to t k+l and return to 
Step 2. 

The main idea of CINNAMON is that the perturbation induced in 
some node causes perturbations in the adjacent nodes and so propagates 
through the circuit. We would like to take advantage of this wave-like 
behaviour of algorithm in the pairwise technique, too. We call the pairwise 
technique as CINNAMON2. 

Suppose that the event happened in the node i. In the single node 
technique we consider all the voltage values and their derivatives of the 
adjacent nodes as constant. We solve a single equation for each single 
node i and so define the next event time t~+l. 

Using pairwise technique we solve the systems of two equations for 
the pairs of the node i and all the adjacent nodes j. Denote by t ~+ 1 the 
time when the voltage of the event node i reaches t he next discrete level. 

The event time t~+l for the fixed event node i depends on the 

"partner"node j, too. It means that t~+ 1 = t~+ 1 (j). We choose the 
smallest t~+l(j) as the next event time tk+l. 

tk+1 = min t~+l(j). 
) 

Now we describe the pair-wise algorithm: 

1 The moment when the voltage X i will reach the next discrete level. 

(33) 
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CI C2 
v 

Fig. 1. '!\vo RC circuit. 

Step O. Set the starting time t = to. Linearize the equations at the 

starting voltage level Xi = x? 
Step 1. Solve equations (2) for each node i. Determine the time t~ 

when the node i will mark the next event. 

Step 2. Choose the node i k+1 with the smallest time t k+1 -

mini t~+l and set the corresponding voltage to the new level Xi"+l -
k+l 

x ik+1 • 

Step 3. Linearize the equations at the new voltage level X:k"t~ for all 

the nodes i adjacent to the node i k+ 1 . 

Step 4. Define the times t~+l(j) corresponding to each adjacent 

node j by solving the pairs (i, j) of equations (2). Determine the times 
t;+l when the nodes j will mark the next events. 

Step 5. Choose for time t k+1 the smallest of t~+l(j). 
Step 6. Set the time t k+ 1 for the node i and all the adjacent nodes 

j adjacent to node i. Return to Step 2. 

4. Computing results. We consider the three techniques: 

i. The single node CINNAMON (Vidigal et aI., 1986); 

ii. The pairwise CINNAMON2; 

iii. The well known circuit simulation softwarem SPICE directly 

solving system (1) and using the sparse matrix techniques (Crout, 1941; 
White and Sangiovanni-Vincentelli, 1986). 

Example 1. We consider the circuit (Fig. 1) of two RC elements, 

where C1 = C2 = 1 and Rl = 500, R2 = 1, V = 5. Fig. 2 shows how the 
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Fig. 2. Comparing voltages by three techniques. Two RC circuit. 
Weak coupling. 
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Fig. 3. Comparing voltages by three techniques. Ten RC circuit. 
Weak coupling. 
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Fig. 4. Comparing voltages by three techniques. Ten RC circuit. 
Strong coupling. 

voltage of node 3 depends on time. Using CINNAMON algorithm we 
see some voltage delay. The results of both CINNAMON2 and SPICE 
algorithms are close enough. 

Example 2. In this example we consider the circuit of ten RC 
elements, where C1 = C2 = ... = CIO = 1 , R1 = R2 = ... = R8 = 
10, R9 = 100, RIO = 1, and V=5. 

Fig. 3 shows how the voltage of node 11 depends on time. As in 
the previous example CINNAMON voltage delays, while the both other 
algorithms show similar results. 

Example 3. We consider the same circuit as in example 2, but we 
change the resistances: R1 = R3 = R5 = R7 = R9 = 1000, R2 = R4 = 
R6 = R8 = RIO = 1, V = 5. Fig. 4 shows the voltage of node 11. We 
see that the pairwise CINNAMON2 and the single node CINNAMON 
don't reach the stable voltage level. The example shows that with strong 
coupling betveen serial nodes the results the CINNAMON2 algorithm are 
between SPICE and CINNAMON algorithms, but closer to SPICE. 
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