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Abstract. In this paper, we focus on the problem of whether efficient Lithuanian large language
models (LLMs) can be achieved from Llama2 LLMs, which lack Lithuanian-specific components.
Although the Llama2 architecture was previously successfully utilised to derive various regional
LLMs, we propose and describe the first open Llama2 LLMs for the Lithuanian language (7 and
13 billion parameter versions), an accompanying question/answer (Q/A) dataset, and translations
of popular language understanding benchmarks (Arc, Belebele, Hellaswag, MMLU, TruthfulQA,
and Winogrande), which contribute to the standardisation of Lithuanian LLM evaluation. We em-
pirically evaluate the proposed models by investigating their perplexity and performance in the
translated language understanding benchmarks. The perplexity experiments show that it decreases
consistently during pretraining, reflecting enhanced next-token prediction capabilities. Benchmark-
ing the proposed LLMs against language understanding tasks reveals that high-quality pretraining
datasets may be essential to achieve models that perform efficiently on these benchmarks. Com-
parison of the proposed LLMs with the latest open multilingual LLM shows that our model with
13 billion parameters is ranked 4th of 8 models in tasks such as Arc, Hellaswag, and Winogrande,
but is generally outperformed in other tasks. These benchmarks allow us to hypothesise that from
recent LLMs more efficient Lithuanian language models can be derived in the future. The complete
realisations of the LLMs and other contributed components are available in the accompanying open
repository https://huggingface.co/neurotechnology.
Key words: Llama2, Regional LLMs, LLMs for the Lithuanian language.

1. Introduction

Large language models (LLMs), relying on the Transformer architecture proposed by
Vaswani et al. (2017) have shown remarkable effectiveness in many natural language pro-
cessing (NLP) tasks (Minaee et al., 2024; Naveed et al., 2024). This has primarily been
fuelled by increasingly large model parameterisations and training datasets, which are
deemed essential according to neural scaling laws (Hernandez et al., 2022). On the other
hand, with the consistent advancement of computational linguistics and NLP, open LLMs
such as Llama2 (Touvron et al., 2023), Mistral (Jiang et al., 2023), Mixtral (Jiang et al.,
2024), Falcon (Almazrouei et al., 2023) were released. The performance characteristics of
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these open models are comparable with their commercial counterparts. Such LLMs usu-
ally require massive datasets and considerable computational resources. For example, the
pretraining of the Llama2 family was carried out using a 2 trillion token set and required
3311616 GPU hours (Touvron et al., 2023). In addition to direct applications, these models
can be further trained for various downstream problems (Minaee et al., 2024), including
regional language modelling.

For this application, it is important to note that open LLMs are usually trained with
largely English texts (e.g. Touvron et al. (2023) indicate that > 89% of the dataset, which
was used to pretrain Llama2 consisted of English texts), resulting in a lack of perfor-
mance for less common languages. Although commercial LLMs usually better support
underrepresented languages, as a rule, they are exposed only via APIs, which do not pro-
vide access to the model’s parameters or its intermediate representations. Since there are
≈ 380 non-English languages with at least 1 million speakers (Eberhard et al., 2021), open
regional LLMs constitute an important research direction and there have been multiple re-
cent attempts to achieve efficient open LLMs, tailored for various regional languages (see
Section 2, Table 1).

Regional LLM training is a challenging technical task not only computationally but
also from the perspective of training data, which should reflect a rich structure of the
language of interest, local cultural nuances, and domain-specific knowledge in multiple
areas. Although this is only partially solved by massive multilingual datasets, such as
CulturaX (Nguyen et al., 2023), it is still an important challenge to collect representative
datasets in regional languages.

Open LLMs are also potentially useful for NLP research as their internal mechanism
is fully transparent. There are also related applications outside the scope of NLP. For ex-
ample, successful regional LLMs can significantly impact areas such as education, public
services, healthcare, and cultural preservation.

This article describes Neurotechnology’s1 contribution to regional LLM research, con-
sisting of

• Llama2-based 7 and 13 billion parameter LLMs for the Lithuanian language, and their
empirical evaluation;

• A new dataset, consisting of 13,848 Q/A pairs primarily about Lithuania and Lithuanian
history (in the Lithuanian language);

• Translations of popular LLM benchmarks to the Lithuanian language;
• Open repository, containing all the mentioned components.

In this article, we investigate whether efficient Lithuanian LLMs can be achieved from
Llama2 LLMs (which do not have the Lithuanian component, according to Touvron et al.,
2023). In our opinion, for this research the Llama2 architecture is potentially advantageous
against other similar open LLMs without Lithuanian language support (e.g. Mistral), since
it allows experimentation with different model sizes, and its 13 billion parameter version
nearly matches the performance of Mistral, as shown by Jiang et al. (2023).

1Neurotechnology (http://www.neurotechnology.com) is a Lithuanian company, specialising in artificial
intelligence, biometrics, computer vision, and deep neural networks.

http://www.neurotechnology.com
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We structure our paper by starting with a short review of the related work in Section 2.
Section 3 describes the proposed LLMs and other contributed components, and Section 4
is devoted to an empirical evaluation. Finally, the conclusive Section 5 summarises the
research conducted from different perspectives.

2. Related Work

Llama2 model. Transformer-based Llama2 is available in different parameter sizes (e.g.
7, 13, and 70 billion parameters). The model is first pretrained using a 2 trillion token
set, collected from public sources, and utilising a self-supervised autoregressive approach
with cross-entropy loss. Afterward, it is fine-tuned using publicly available instruction
datasets, augmented with human-annotated data, and Reinforcement Learning with Hu-
man Feedback (RLHF) methodologies (Touvron et al., 2023).

This model can support the maximum context length of the 4096 tokens. According to
benchmarks, Llama2 generally performs on par with various open alternatives (e.g. Fal-
con (Almazrouei et al., 2023), Mistral (Jiang et al., 2023) and Mixtral (Jiang et al., 2024)),
which also may be advantageous in specific scenarios. For example, Falcon is recognized
for its strong performance at higher parameter counts, and Mistral/Mixtral are generally
lighter-weight models that emphasize efficiency and specialized use cases. Compared to
these models, Llama2 aims to maintain a balance between robust performance and scala-
bility. As is common with large foundational models, it can be further successfully tuned
for various downstream tasks, including regional language modelling.

LLMs for regional languages. Table 1 summarises LLMs tailored for common European
languages, reflecting the recent contributions from the research and engineering commu-
nity working in this direction. We include only those regional LLMs, that meet the fol-
lowing criteria:

• The model should be published in an open repository (e.g. Hugging Face2),
• It should contain at least a minimal description (architecture, training data, and other

details).

According to Table 1, open LLMs are released for the majority of common European
languages. Table 1 shows that Llama2 and Mistral are the leading architectures for open
LLMs for regional European languages, and 7 billion parameter models are the most com-
mon. Table 1 also reveals that full parameter training is conducted in the majority of cases
(19 cases from 20), instead of the parameter-efficient fine-tuning (PEFT) based approach.
However, in some instances (2 cases from 20) regional LLMs were trained using PEFT
methods, such as LoRA (Hu et al., 2022), which may result in less accurate models com-
pared to full-parameter training, although with the lower computational costs. In addition,
quite often only the model itself is published (11 out of 20 cases), without an accompa-
nying citable document (e.g. technical report/peer-reviewed publication), or training and

2https://huggingface.co/

https://huggingface.co/
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Table 1
Open LLM models for regional European languages. The F/P column denotes whether the model was

full-parameter trained (F), or trained via PEFT (P), and Doc. column shows whether the corresponding model
has an accompanying publication.

Language and reference Architecture Size F/P Doc.

Bulgarian (INSAIT, 2024) Mistral 7B F No
Danish (Mabeck, 2024) Mistral 7B F No
Dutch (Rijgersberg, 2024) Mistral 7B F No
French-English (Faysse et al., 2024) Llama 1.3B F Yes
German (Plüster and Schuhmann, 2024) Llama2 7B,13B F No
Greek (SPAHE, 2024) Mistral 7B F No
Hungarian-English (Csaki et al., 2024) Llama2 7B F Yes
Finnish and other (LumiOpen, 2024) Llama2 7B–33B F No
Icelandic (Snæbjarnarson et al., 2022) RoBERTa F Yes
Italian (Bacciu et al., 2023) Llama2 7B,13B P Yes
Lithuanian (Ours) Llama2 7B,13B F Yes
Norwegian (Norallm, 2024) Mistral 7B F No
Serbian, Bosnian, Croatian (Gordić, 2024) Mistral 7B F No
Spanish (Projecte AINA, 2024) Falcon 7B F No
Swedish (Ekgren et al., 2023) GPT-SW3 126M–40B F Yes
Slovenian (Ulčar and Robnik-Šikonja, 2021) RoBERTa F Yes
Polish (Speakleash, 2024) Mistral 7B F No
Ukrainian (Boros et al., 2024) Mistral 7B F Yes
Portuguese (Garcia et al., 2024) Phi-2B 1.3B–7B P Yes
Romanian (Masala et al., 2024) Llama2 7B F Yes

evaluation datasets. In our opinion, the lack of accompanying scientific documentation
limits the potential usefulness of the released regional LLMs in various important as-
pects, including their reproducibility, empirical performance assessment, and establishing
a connection to the existing related results.

Multilingual LLMs that support the Lithuanian language. Another way of achieving
LLMs with regional language support is to train models for multiple languages simulta-
neously. Although this approach requires much more computational and data resources
(for instance, EuroLLM was pretrained using 256 Nvidia H100 GPU’s and 4 trillion
token set, as indicated by Martins et al., 2024), compared to learning models only for
single language, recent open LLMs that support Lithuanian language are multilingual
(e.g. Llama3.X (Grattafiori et al., 2024), and Gemma2 (Riviere and et al., 2024), and Eu-
roLLM). Although these LLMs perform quite similarly on various benchmarks, there are
applications in which some of these models are advantageous against other counterparts.
For example, Gemma2 is potentially more suitable for general knowledge and reasoning
tasks, Llama3.1 is efficient in coding and complex problem-solving tasks, and EuroLLM
is optimised for European languages. All these multilingual models with Lithuanian lan-
guage support were published in later stages or after our research and currently represent
state-of-the-art (SOTA) in the field of open LLMs.
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Table 2
Overview of Llama-based LLMs.

Model name Description

Llama2-7B A second-generation Llama foundational language model with 7 billion parameters
(no Lithuanian language support).3

LT-Llama2-7B Proposed Lithuanian LLM derived from Llama2-7B model, according to information,
provided in Section 3.

Llama2-13B A second-generation Llama foundational language model with 13 billion parameters
(no Lithuanian language support).4

LT-Llama2-13B Proposed Lithuanian LLM derived from Llama2-13B model, according to information,
provided in Section 3.

3. Proposed Open LLMs and Accompanying Components

Proposed open LLMs and their training details. We trained the proposed LLMs (in-
cluding tokenizers) from Llama2-7B and Llama2-13B, respectively (Table 2).

The training follows a standard two-step approach, consisting of autoregressive pre-
training and supervised fine-tuning, which schematically is depicted in Fig. 1.

Autoregressive pretraining was performed on the Lithuanian component of the CulturaX
dataset (Nguyen et al., 2023). It is the most intensive step computationally (Table 3), and
corresponds to the integration of the Lithuanian language into the model. During this step,
the cross-entropy loss for the next token prediction task was minimised (hence, no labelled
data are required for pretraining). The complete set of model’s parameters was optimised
(i.e. no PEFT was used). Figure 2 shows the loss during the pretraining process. From it
we see that, although loss minimisation tends to saturate in the end, one may hypothesise
that the learning would continue for more than one epoch.

Figure 6 (Appendix A) shows the distribution of the source of the Lithuanian com-
ponent of the CulturaX dataset. From it we see that this dataset is quite rich in quantity.
However, it is collected mainly from common web sites. Figure 7 (Appendix A) shows
the distribution of the length of the record in tokens. In order to speed up pretraining,
we reduced the context length to 2048 tokens (reflected in the peak near 2048, in Fig. 7
(Appendix A)). See Table 3 for more details on the pretraining process.

Supervised fine-tuning (SFT) explicitly guides the pretrained model toward task-
specific outputs using labelled data. It is much less computationally intensive, since
the model already has the Lithuanian language integrated (Table 3). We conducted
SFT using the Alpaca dataset (Dubois et al., 2024), which has been translated into
Lithuanian using the ChatGPT (gpt-4-1106-preview) and dataset (Neurotechnology,
2024). SFT tunes the LLMs to process formatted prompts "[INST] «SYS» {sys-
tem_level_instruction} «/SYS»{instruction}[/INST]", where pa-
rameter system_level_instruction sets desired behaviour constraints (e.g. tone,
response style), and parameter instruction specifies task (see the caption of Table 9

3https://huggingface.co/meta-llama/Llama-2-7b
4https://huggingface.co/meta-llama/Llama-2-13b

https://huggingface.co/meta-llama/Llama-2-7b
https://huggingface.co/meta-llama/Llama-2-13b
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Llama2-(7 or 13)B
(No LT support)

Lithuanian portion of
CulturaX dataset

Step 1:
Autoregressive Pretraining

LT-Llama2-(7 or 13)B
(Pretrained)

Alpaca (translated to LT)
+ proposed QA dataset

Step 2:
Supervised Fine-tuning

LT-Llama2-(7 or 13)B
(Fine-tuned)

Fig. 1. Overview of the two-step process for creating LT-Llama2-7B/LT-Llama2-13B.

(Appendix A), for an example). SFT was conducted with the same parameters as in Ta-
ble 3, except for the learning rate, which was set to 0.00001, and the context length was
restored to 4096.

Hyperparameters, such as learning rate, warmup ratio, weight decay provided in Ta-
ble 3 were selected according to Touvron et al. (2023) guidelines, but slightly adjusting
the values provided to ensure faster and more stable loss minimisation. During pretrain-
ing we also observed gradient exploding effects. We mitigated them by tuning gradient
accumulation steps (see Table 3).

Table 10 (Appendix A) provides text generation examples (pretrained models), and Ta-
ble 9 (Appendix A) provides examples of answers to questions (pretrained and fine-tuned
models). If not stated otherwise, in all experiments and benchmarks with the proposed
LLMs, we used pretrained-only models, which corresponds to the common practice. The
download links for the proposed LLMs are provided in Table 8 (Appendix A).

Proposed open Q/A dataset. This dataset was constructed from the ChatGPT (Ope-
nAI et al., 2024) summarisations of a subset of Lithuanian Wikipedia using the proce-
dure described below. First, the Lithuanian Wikipedia was downloaded and the titles of
its pages were filtered with the following prompt: "I will provide a list of
titles in Lithuanian language. From the list provide me the



Open Llama2 Models for the Lithuanian Language 391

Table 3
Hyperparameters and other details.

Learning parameter Llama2-7B Llama2-13B

Number of epochs 1 1
Learning rate 0.0002 0.00004
Warmup ratio 0.05 0.05
Weight decay 0.07 0.05
Per-device batch size 8 4
Gradient accumulation steps 2 4
Duration of pretraining in hours for a single H100 GPU 1722.0 2980.5
Duration of fine-tuning in hours for a single H100 GPU < 1 < 1
Total number of tokens 14761219995
Records in dataset 13339785
Mean number of tokens per record 1106.5560
Standard deviation of tokens per record 697.0089
Optimiser AdamW
Hardware 8xH100 GPUs

Fig. 2. Losses (y-axis) vs training steps (x-axis) during the model’s pretraining.

titles without any explanation which are directly or indi-
rectly related with Lithuania except fauna and flora. List:
{list}", where variable list represents a list of titles of all pages. After this filtering
and manual check, the resulting list of Lithuanian Wikipedia pages represented by pair
(title, text) was transformed into Q/A pairs using the prompt, returned by Algo-
rithm 1.

The proposed dataset consists of 13,848 such pairs, and represents various facts about
Lithuania and Lithuanian history. Note that it was not used in the pretraining process.
Table 4 presents a set of examples from the proposed Q/A dataset, which can be accessed
through the download links provided in Table 8 (Appendix A).

Proposed open translations of language understanding benchmarks. Language model
evaluation harness (LMEH, Gao et al., 2023) are language understanding benchmarks
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Algorithm 1 Generate prompt for Q/A summarisation
Require: Title of the page (title), text of the page (text)

1: wordCount ← word_count(text) // number of words in a given text
2: if wordCount > 400 then
3: count ← min(10, wordCount/200)
4: P := "Iš duoto teksto sudaryk {count}, kuo įvairesnių

klausimų atsakymų porų, kuriems nereikėtų konteksto.
Atsakymai turi būti išsamūs. Pirmas klausimas turi
būti tiesiogiai susijęs su teksto tema {title}. Tek-
stas: {text}"

5: else
6: P := "Iš duoto teksto sudaryk klausimo-atsakymo porą.

Teksto tema: {title}. Tekstas: {text}"
7: end if
8: return P

Table 4
Examples from the accompanying Q/A dataset.

Question Answer

Koks yra Vilniaus miesto statusas
Lietuvoje?

Vilnius yra Lietuvos sostinė.

Kur yra Gedimino pilis? Gedimino pilis yra Vilniuje, ant Gedimino kalno.
Kas buvo vadinamas „Lito tėvu“? Vladas Jurgutis buvo vadinamas „Lito tėvu“, nes jam buvo

patikėta spręsti visus naujos valiutos įvedimo niuansus.
Kokios upės teka per Vilnių? Per Vilnių teka Neris ir Vilnia.
Kada buvo įkurtas Vilniaus universitetas? Vilniaus universitetas buvo įkurtas 1579 metais, Vilniuje, po

Lietuvos didžiojo kunigaikščio Stepono Batoro privilegijos
suteikimo jėzuitų ordino kolegijai.

Kada ir kur įvyko Žalgirio mūšis? Žalgirio mūšis įvyko 1410 m. liepos 15 d. netoli Tanenbergo ir
Griunvaldo (Žalgirio) kaimelių, dabartinės Lenkijos teritorijoje, į
pietvakarius nuo Olštyno.

which are created for the evaluation of LLMs across a wide range of tasks. LMEH includes
a set of popular LLM evaluation benchmarks:

• Arc (Lai et al., 2023) benchmark consists of multiple choice science questions at school
level.

• GSM8K (Cobbe et al., 2021) benchmark consists of linguistically diverse mathematical
problems.

• Hellaswag (Zellers et al., 2019) benchmark consists of common-sense inference chal-
lenge dataset.

• Massive multitask language understanding (MMLU) (Hendrycks et al., 2021) bench-
mark covers different tasks from a diverse set of academic disciplines and is designed
to measure the accuracy of the model in a multitask setting.
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• Truthful-qa (Lai et al., 2023) benchmark is designed to measure whether an LLM is
truthful in generating answers to questions that span different categories (health, law,
finance, and politics).

• Winogrande (Sakaguchi et al., 2019) is a set of pronoun resolution problems originally
designed to be unsolvable for statistical models that are based on selectional preferences
or word associations.

These benchmarks produce prompts consisting of question and answer options, and
evaluate the accuracy of the responses of LLMs. The accuracy can be measured conve-
niently because of the structured prompt, which asks the LLM to select an option (e.g.
"a", "b" or "c"). We translated the LMEH benchmarks into Lithuanian using GPT-4. The
download links are provided in Table 8 (Appendix A).

4. Empirical Evaluation

4.1. Perplexity During Pretraining

We analysed the LLMs by examining their perplexity (measured on the proposed Q/A
dataset), which is defined as

P(W) = exp

(
− 1

N

N∑
i=1

log p(wi | w<i)

)
, (1)

where

• W = w1, . . . , wN is the sequence of tokens,
• p(wi | w<i) is the conditional probability of the token wi given all the previous tokens

w<i (if i = 1, probability p(w1 | w<1) is defined as p(w1)).

The perplexity can be interpreted as the model’s ability to predict the next token, given
the previous ones. From the definition (Eq. (1)), the lower perplexity values indicate better
performance, and for any input sequence W , P(W) ⩾ 1. The selection of input perplexity
was motivated by Gonen et al. (2023), where the authors reveal that for a wide range of
tasks, the lower the perplexity of the prompt, the better the prompt can perform the task.

We investigated the association of average perplexity (averaged over all Q/A con-
catenations from the proposed Q/A dataset), and the percentage of data from CulturaX
Lithuanian component, exposed to the model in the pretraining process. We conducted
this experiment using both LT-Llama2-7B and LT-Llama2-13B models, measuring per-
plexity every 10% of the total number of iterations during a pretraining epoch. Figure 3
reveals that with the inclusion of additional pretraining data, perplexity tends to decrease,
although, in the end, increasing saturation is visible in both cases. The initial and final
perplexities in Table 5 reflect the integration of the Lithuanian language component into
the proposed Llama2 models. Note that the proposed Q/A dataset was not used in the
pretraining.



394 A. Nakvosas et al.

Fig. 3. Percentage of the Lithuanian component of the CulturaX dataset used in the pretraining (x-axis) vs.
corresponding average perplexity (y-axis).

Table 5
Average perplexities before (Llama2-7B and
Llama2-13B) and after (LT-Llama2-7B and

LT-Llama2-13B) pretraining.

Model Average perplexity

Llama2-7B 17.4613
LT-Llama2-7B 3.8096
Llama2-13B 13.8849
LT-Llama2-13B 3.4520

4.2. Language Understanding During Pretraining

We evaluated the proposed open LLMs with the proposed open translations of LMEH
benchmarks, using the same scheme as in perplexity experiments.

Figures 4 and 5 showcase the accuracies for a sequence of checkpoints, which cor-
respond to the percentage of the pretraining data from CulturaX Lithuanian component,
starting with 0% (which corresponds to the initial Llama2-7B), with the step of 10%. Sim-
ilarly, Fig. 8 (Appendix A) and Fig. 9 (Appendix A) provide information about individual
benchmarks from the MMLU set.

Although for some tasks (e.g. Arc, Hellaswag, Winogrande) we see consistent
improvement throughout the entire pretraining process, this benchmark surprisingly re-
veals that in most cases of MMLU (see Fig. 8 (Appendix A) and Fig. 9 (Appendix A)),
there is no improvement compared to the initial model. We hypothesise that this may be
because the Lithuanian component of CulturaX is almost exclusively collected through
web crawling of common websites (see Fig. 6 (Appendix A)), which does not include
data that is relevant to those specific tasks. Therefore, extension of regional components
of CulturaX with high-quality data may improve LLMs, tailored for the corresponding
regional languages.
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Fig. 4. Accuracies (y-axis) of LMEH benchmarks for LT-Llama2-7B model, pretrained with different proportions
of Lithuanian component of CulturaX dataset (x-axis). The MMLU benchmarks are summarized in mmlu_lt.

Fig. 5. Accuracies (y-axis) of LMEH benchmarks for LT-Llama2-13B model, pretrained with different pro-
portions of Lithuanian component of CulturaX dataset (x-axis). The MMLU benchmarks are summarized in
mmlu_lt.

4.3. Comparison with Recent Multilingual LLMs that Support the Lithuanian Language

Language understanding benchmarks. We compared the proposed LLMs and the
latest multilingual models that support the Lithuanian language (Gemma2, EuroLLM,
Llama3.1, and Llama3.2) in the translated LMEH benchmarks. We provide these evalu-
ations in Table 6. Table 7 summarises Table 6 by reflecting the rankings of the proposed
LT-Llama2-7B and LT-Llama2-13B LLMs in these benchmarks. It shows that in 3 of 6
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Table 6
Accuracies of LLMs in LMEH benchmarks.

Model MMLU Arc Winogrande TruthfulQA Hellaswag Belebele

Gemma2-27B 64.82 77.4 66.77 42.06 50.82 89.22
Gemma2-9B 60.09 68.31 65.15 39.69 45.32 86.78
EuroLLM-9B 51.95 71.55 64.17 42.13 46.32 69.44
Llama3.1-8B 44.86 48.65 54.22 37.61 35.19 67.56
Gemma2-2B 35.84 45.45 51.85 54.78 34.8 52.44
Llama3.2-3B 36.41 39.39 51.85 38.87 31.51 46.22
LT-Llama2-13B 26.44 54.5 61.72 35.23 40.61 27.67
LT-Llama2-7B 26.01 43.18 53.67 41.38 33.17 27.23

Table 7
Rankings of the proposed LLMs in LMEH benchmarks (1 means that the model was the most accurate, and 8

means that it was the least accurate).

Model MMLU Arc Winogrande TruthfulQA Hellaswag Belebele

LT-Llama2-13B 7 4 4 8 4 7
LT-Llama2-7B 8 7 6 4 7 8

benchmarks (Arc, Hellaswag, and Winogrande), our LT-Llama2-13B model was
ranked as 4th of 8, although the more recent SOTA open LLMs generally performed bet-
ter than our models.

Quality of text generation. The paper by Kapočiūtė-Dzikienė et al. (2025) provides an
empirical evaluation of recent LLMs (GPT-4o, Llama3.1, Gemma2, and ours). Based on
their findings, our LT-Llama2-13B model outperformed its competitors (GPT-4o, Llama
3.1, and Gemma2) in benchmarks for text generation quality in the Lithuanian language.
It achieved an error rate of 0.98%, and the closest competitor (GPT-4o) achieved an error
rate of 3.44%. However, in a benchmark of the accuracy of the answer, the other models
were more accurate than ours.

5. Conclusions

We presented the first Llama2-based open LLMs tailored especially for the Lithuanian
language, the accompanying Q/A dataset, and the translated LMEH benchmarks, which
contribute to the standardisation of the evaluation of Lithuanian language models.

We also provided an overview of the existing LLMs for common European languages.
It shows that most regional models follow the Llama2 or Mistral architecture. In addition,
some authors do not train a full parameter set, but instead rely on PEFT approaches, which
are less computationally demanding but also potentially less efficient in performance. On
the other hand, PEFT methods partially allow one to retain the original parameter struc-
ture, and thereby they may be beneficial for achieving more efficient regional LLMs from
the perspective of language understanding benchmarks. Our findings also reveal a lack of
scientific documentation of the published open regional LLMs.
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We evaluated the proposed LLMs based on perplexity and translated LMEH bench-
marks. During the pretraining epoch, we evaluated average perplexities (measured with in-
dependent dataset) every 10% of the training iterations. These benchmarks show that per-
plexity decreases consistently during pretraining, reflecting enhanced next-token predic-
tion capabilities. The initial and final perplexities (17.4613 versus 3.8096 for LT-Llama2-
7B and 13.8849 versus 3.4520 for LT-Llama2-13B) show the integration of the Lithuanian
language component in the proposed Llama2 models. Using the same scheme, we also
evaluated our models with the translated LMEH set, which includes a conceptually diverse
set of language model benchmarks. The results of these experiments hint that the Lithua-
nian component of CulturaX may not be sufficiently rich for modern LLM architectures.
Although we positively answer the question of whether efficient Lithuanian LLMs (which
were non-existent at the beginning and during most of this research) can be achieved from
Llama2 LLMs, which lack Lithuanian components, the latest open multilingual models
(Llama3.1, Llama3.2, Gemma2, and EuroLLM) already have a strong Lithuanian compo-
nent. According to our benchmarks, these open SOTA LLMs generally performed better
than our models, however, the proposed LT-Llama2-13B was ranked average (4/8) in half
of the LMEH benchmarks. This also leads to the hypothesis that by deriving Lithuanian
LLMs from these recent models, one may obtain more efficient Lithuanian LLMs. In our
opinion, the good performance of our model in the external benchmark by Kapočiūtė-
Dzikienė et al. (2025) may be due to the fact that it was trained in a single language and
the other LLMs were multilingual.

In the context of regional LLMs, the proposed models open up further research per-
spectives not only for NLP, but also for other directions, since LLM representations are po-
tentially useful in various scenarios (e.g. sentiment analysis (Zhang et al., 2024), robotics
(Kim et al., 2024)). The important limitations of our contribution are related to the rapid
progress of LLM research, leading to the continuous emergence of more advanced mod-
els. In addition, we used automatically translated and generated data in the contributed
components, which may also cause negative effects. To achieve stable loss minimisation
during pretraining we faced and solved several challenges related to the selection of hyper-
parameters (learning rates, batch size, gradient accumulation steps). Our future work will
include fully trained small language models tailored for Baltic languages and English.
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A. Appendix

Table 8
Download links for proposed LLMs and data.

URL Description
https://tinyurl.com/3vrjt5u3 Proposed LLM LT-Llama2-7B (pretrained version).
https://tinyurl.com/236mab8b Proposed LLM LT-Llama2-7B (pretrained and fine-tuned version).
https://tinyurl.com/bdzcae84 Proposed LLM LT-Llama2-13B (pretrained version).
https://tinyurl.com/2wr9npfh Proposed LLM LT-Llama2-13B (pretrained and fine-tuned version).
https://tinyurl.com/5y88x7ym Proposed open Q/A dataset.
https://tinyurl.com/3srtmv46 LT-Arc is the Lithuanian translation of Arc dataset (Lai et al., 2023), which consists of

a set of genuine grade-school level, multiple-choice science questions assembled to
encourage research in advanced question-answering.

https://tinyurl.com/3s2khf7f LT-GSM8K is a Lithuanian translation of GSM8K dataset (Cobbe et al., 2021) that
consists of linguistically diverse mathematical problems.

https://tinyurl.com/bdzcayrw LT-Hellaswag is a Lithuanian translation of Hellaswag benchmark (Zellers et al.,
2019), consisting of a common sense inference challenge dataset.

https://tinyurl.com/38w2m94c LT-MMLU is a Lithuanian translation of MMLU benchmark (Hendrycks et al., 2021)
that measures a text model’s multitask accuracy. The test covers 57 tasks including
elementary mathematics, history, computer science, law, and more.

https://tinyurl.com/5e53mmjh LT-Truthful-qa is a Lithuanian translation of Truthful-qa benchmark (Lai et al., 2023)
to measure whether an LLM is truthful in generating answers to questions that span
different categories (health, law, finance and politics).

https://tinyurl.com/2s5wcatx LT-Winogrande is a Lithuanian translation of Winogrande dataset (Sakaguchi et al.
(2019)), which consists of expert-crafted pronoun resolution problems originally
designed to be unsolvable for statistical models that rely on selectional preferences or
word associations.

Table 9
Examples of answers from the proposed LLMs (pretrained and fine-tuned versions) to the given prompts. The
prompt format: [INST] «SYS» Pateik lakonišką, bet išsamų atsakymą į klausimą.

«/SYS» Question given in the first column of this table [/INST].

Question LT-Llama2-7B LT-Llama2-13B
Kuo užsiima
bendrovė
Neurotechnology?

Bendrovė Neurotechnology yra įmonė, kuri
specializuojasi neuroninių tinklų ir dirbtinio
intelekto srityse, teikianti paslaugas įvairi-
oms pramonės šakoms ir organizacijoms.

Bendrovė Neurotechnology yra dirbtinio intelekto ir kom-
piuterinės regos technologijų kūrėja, teikianti sprendimus
robotikai, kompiuterinei regai, mobiliosioms aplikacijoms
ir kitoms pramonės šakoms.

Kokių svarbiausių
tarptautinių
organizacijų narė
yra Lietuva?

Lietuva yra Europos Sąjungos (ES) narė nuo
2004 m. ir NATO narė nuo 2004 m.

Lietuva yra Jungtinių Tautų, Europos Sąjungos, NATO,
Ekonominio bendradarbiavimo ir plėtros organizacijos,
Pasaulio prekybos organizacijos ir kitų tarptautinių orga-
nizacijų narė.

Ką žinai apie
lietuvių kalbą?

Atsiprašau, bet aš negaliu pateikti konkre-
čios informacijos apie lietuvių kalbą, nes
neturiu prieigos prie jūsų pateiktos infor-
macijos. Jei norite sužinoti apie lietuvių
kalbą, galite kreiptis į patikimus šaltinius,
pavyzdžiui, Lietuvių kalbos institutą arba
Lietuvių kalbos žodyną.

Lietuvių kalba yra viena iš dviejų išlikusių gyvų gyvų
baltų kalbų, priklausanti indoeuropiečių kalbų šeimai. Ji
yra oficiali Lietuvos Respublikos kalba ir turi apie 3,5 mln.
kalbančiųjų. Lietuvių kalba turi turtingą žodyną, įskai-
tant daugiau nei 5000 skirtingų žodžių, ir yra žinoma dėl
savo archajiškumo bei išlaikytų archajiškų formų. Lietuvių
kalba taip pat yra svarbi Lietuvos kultūros ir tapatybės
dalis, ir ji yra įtraukta į UNESCO pasaulio paveldo sąrašą.

Koks yra 50 km/h
važiuojančio
automobilio greitis?

50 km/h yra maksimalus greitis, kurį auto-
mobilis gali pasiekti važiuodamas 100 km/h
greičiu. Tai yra maksimalus greitis, kurį au-
tomobilis gali pasiekti, kai jis važiuoja 100
km/h greičiu.

50 km/h važiuojantis automobilis yra 50 km per valandą.

https://tinyurl.com/3vrjt5u3
https://tinyurl.com/236mab8b
https://tinyurl.com/bdzcae84
https://tinyurl.com/2wr9npfh
https://tinyurl.com/5y88x7ym
https://tinyurl.com/3srtmv46
https://tinyurl.com/3s2khf7f
https://tinyurl.com/bdzcayrw
https://tinyurl.com/38w2m94c
https://tinyurl.com/5e53mmjh
https://tinyurl.com/2s5wcatx
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Fig. 6. Source distribution of the Lithuanian component of the CulturaX dataset.
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Fig. 7. Distribution of the record length of the Lithuanian component of the CulturaX dataset (in tokens), which
was used in pretraining of the proposed LLMs.
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Fig. 8. Accuracies (y-axis) of individual MMLU benchmarks for LT-Llama2-7B model, pretrained with different
proportions of Lithuanian component of CulturaX dataset (x-axis).
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Fig. 9. Accuracies (y-axis) of individual MMLU benchmarks for LT-Llama2-13B model, pretrained with differ-
ent proportions of Lithuanian component of CulturaX dataset (x-axis).
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Table 10
Examples of text generation with the proposed LLMs (pretrained versions). Prompts are indicated in gray text.

LT-Llama2-7B

Kartą gyveno senelis ir senelė. Senelis buvo labai geras žmogus, tai jis visada pasiūlydavo kokį nors darbelį, kad
tik jį padarytų. Senelė buvo labai gera, tai ji visada viską išbandydavo, kad tik jos vaikai būtų sveiki. Vieną dieną
senelis išėjo į mišką, o senelė pasiėmė savo vaikus ir išėjo. Senelis sako: "O kodėl aš

Jungtinės Valstijos pirmadienį išreiškė susirūpinimą dėl Vengrijos ministro pirmininko Viktoro Orbano susi-
tikimo su Kinijos prezidentu Xi Jinpingu Pekine aptarti karo Ukrainoje. "Mes atidžiai stebime padėtį Ukrainoje
ir raginame Vengriją gerbti tarptautinę teisę ir laikytis savo įsipareigojimų", – sakoma JAV valstybės sekretori-
aus Antony Blinkeno pareiškime. JAV valstybės sekretorius pabrėžė, kad Jungtinės Valstijos "palaiko Ukrainos
teritorinį vientisumą ir suverenitetą". "Mes raginame Vengriją gerbti tarptautinę teisę...

Jau saulelė vėl atkopdama budino svietą. Ir žiemos šaltos triūsus pargriaudama juokės. Šalčių pramonės vėjai,
Šaltųjų karų pelenai, Tamsos dulkės, Sniego gniūžtės, Tylos siena, Kurią, rodos, kadaise sukūrė žmonės.
O kadaise – šaltis, Sniegas, Šaltis, Šaltis, Šaltis, Šaltis, Šaltis, Šaltis, Šaltis, Šaltis...

Broliai, seserys, imkiat mani ir skaitykiat, Ir tatai skaitydami permanykiat. Mokslo šito tėvai jūsų trokšdavo turėti,
Ale to negalėjo nė vienu būdu gauti. Ir tatai skaitydami permanykiat. Mokslo šito tėvai jūsų trokšdavo turėti, Ale
to negalėjo nė vienu būdu gauti. Broliai, seserys, imkiat mani ir skaitykiat, Ir tatai skaitydami permanykiat.
Mokslo šito tėvai jūsų trokšdavo turėti, Ale to negalėjo nė vienu būdu gauti. Ir tatai skaitydami...

LT-Llama2-13B

Kartą gyveno senelis ir senelė. Jie turėjo vieną vaiką. Vaikas buvo labai smalsus. Jis klausinėjo savo tėvų, kodėl
jie turi tiek daug vaikų. Kartą senelis sugalvojo nuvykti į kitą miestą. Jis norėjo nusipirkti daugiau maisto ir kitų
reikalingų daiktų. Senelis išsiruošė į kelionę...

Jungtinės Valstijos pirmadienį išreiškė susirūpinimą dėl Vengrijos ministro pirmininko Viktoro Orbano susi-
tikimo su Kinijos prezidentu Xi Jinpingu Pekine aptarti karo Ukrainoje. JAV prezidento Joe Bideno atstovas
spaudai Ridas Bouchardas sakė, kad susitikimas įvyks kitą savaitę, bet nepatikslino, ar jame dalyvaus JAV prezi-
dentas. V. Orbanas ir Xi Jinpingas susitiks aptarti karo Ukrainoje, sakė Vengrijos užsienio reikalų ministras
Peteris Szijjarto. Kinijos valstybinė naujienų agentūra „Xinhua“ pranešė, kad per susitikimą bus aptarta padėtis
Ukrainoje, bet nenurodė, ar V. Orbanas vyks į Pekiną

Jau saulelė vėl atkopdama budino svietą. Ir žiemos šaltos triūsus pargriaudama juokės.Šalčių pramonės darbuoto-
jai, atsidėkodami už tą jų šventę, ėmė švęsti visi kartu. Ir šventė jie septynias dienas. Paskui prasidėjo kalėdinės
atostogos. O tada prasidėjo tikros linksmybės. Ir šventės tęsėsi ištisus metus. Kaip gi šventė? Ogi šventė visi
kartu. Ir kiekvienas kartu. Ir visi kartu. Ir kiekvienas kartu. Ir visi kartu

Broliai, seserys, imkiat mani ir skaitykiat, Ir tatai skaitydami permanykiat. Mokslo šito tėvai jūsų trokšdavo
turėti, Ale to negalėjo nė vienu būdu gauti. Ale dabar tatai jums atsivėrė. Jūs esate gavę tai, kas anksčiau buvo
paslėpta nuo jūsų akių; taip pat ir tatai, kas buvo paslėpta nuo tėvų akių, dabar yra jums atskleista. O kadangi
šitas mokslas yra jums atskleistas, tai dabar jūs, broliai, seserys, imkitės to, kad skaitytumėtės jį dieną naktį, kad
tiktai jūsų širdys būtų atvertos, kad tiktai
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