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Abstract. New text independent speaker identification method is presented. Phase spectrum of all-
pole linear prediction (LP) model is used to derive the speech features. The features are represented
by pairs of numbers that are calculated from group delay extremums of LP model spectrum. The
first component of the pair is an argument of maximum of group delay of all pole LP model spec-
trum and the second is an estimation of spectrum bandwidth at the point of spectrum extremum.
A similarity metric that uses group delay features is introduced. The metric is adapted for text inde-
pendent speaker identification with general assumption that test speech channel may contain mul-
tiple speakers. It is demonstrated that automatic speaker recognition system with proposed features
and similarity metric outperforms systems based on Gaussian mixture model with Mel frequency
cepstral coefficients, formants, antiformants and pitch features.
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1. Introduction

Automatic speaker recognition quality still remains pretty low in comparison with other
biometric identification methods based on fingerprints (Kisel ez al., 2008), irises and even
faces analysis (Struc and Pavesic, 2009; Ribaric et al., 2008). Conventionally, the front-
end of the recognition system uses features such as cepstral, Bark or Mel frequency cep-
stral coefficients (Alsteris and Paliwal, 2007). The features are based on spectrum am-
plitude of the speech frames or their residual parts of linear prediction model (Lipeika
and Lipeikiene, 1999). In our opinion mainstream of speaker recognition algorithms un-
derestimate information contained in phase spectrum. The idea that spectrum phase can
contain valuable information fo speaker recognition is not very surprising because it is
known that traditional power spectrum resonant characteristics can be derived exclusively
from the phase spectrum (Jinhai et al., 1993; Murthy and Yeganarayana, 1991). To re-
solve stability problem, the phase spectrum of traditional Linear Prediction (LP) model
is used. In Thiruvaran et al. (2007) the group delay features for speaker recognition were
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derived directly from the Fourier spectrum of the speech frames. Such approach requires
special techniques dealing with instabilities of unwarped Fourier spectrum. We combine
Jinhai et al. (1993) and Yu and Wang (2003) techniques to extract group delay features
of LP model. In Jinhai ef al. (1993) third order derivatives of the LPC phase spectrum
were used to extract speech formants. We explore only first and second derivatives of
LPC phase spectrum. The zero-crossings of the second derivative provides information
about formants positions. LPC phase first derivative at formants frequencies gives sim-
ple approximations of the formants bandwidth. In Yu and Wang (2003) a connection
between LPC phase and Line Spectrum Frequencies (LSF) is described. That inspired
us to construct a symmetrized form of LPC phase representation which saves features
computation cost and gives simple formulas for approximation of LPC spectrum poles.
Gaussian Mixture Model (GMM,; see, Reynold and Rose, 1995; Kamarauskas, 2008) be-
comes a standard technique for modelling of distributions of speakers features and their
comparison. Since our features are restricted to the rectangle (0, 7) x (0, 1) we estimated
features distribution using histogram technique and constructed an information theory
based similarity measure for comparison of speech utterances.

2. Group Delay Features of All-Pole LP Model
2.1. Linear Prediction

In Linear prediction (LP) model (Itakura and Saito, 1968) samples of a speech frame are
represented in the form

P
Ty = Z a;Tn_i + Gey, (1)

i=1

where a1, as, ..., ap are the Linear Prediction Coefficients (LPCs), P is the model order,
G and e,, are the excitation gain and source, respectively. The LPCs are derived adaptively
for each 20-30 ms speech frame by minimisation of excitation mean square energy. For
simplicity, we will assume that the order of LP model is uneven, i.e., P = 2M — 1. The
LPC spectrum or the transfer function of the LP filtering is defined by

G
H(z) = A @)
where
2M—1
Alz) =1—- Z a;z"" (3)
i=1

is the inverse filter. The LPC spectrum represents an envelope of the speech spectrum.
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2.2. Phase of Spectrum of LP Model

Let us define symmetrical polynomial p(z) and antisymmetrical polynomial ¢(z) by the
formulas

B MA(2) + 2 MA(z7Y)

M _ -M -1
o) = A5 ~ A=) -V 5)

The p(z) and ¢(z) polynomials are related to the symmetrical polynomial P(z) and an-
tisymmetrical polynomial Q(z) of Line Spectrum Frequencies (LSF) analysis (Yu and
Wang, 2003) by the following formulas

o)
=
™
&
|

A(z) + 27 MA(z7Y) = 22"Mp(2), (6)
Q2) = A(z) — 2 2M A1) = 2027 Mg(2). %

On the unit circle p(z) and ¢(z) are real-valued,

[A)[* =p(2)* +q(2)*, ®)
and

p(2) +q(2)i = M A(2). ©)

Equations (8) and (9) show that the frequency response and the phase of the transfer
function of the LP model satisfy the equations

G
H)| = ———
1= o ar 1o
and
W) = d(w) = Mw — arctan a(e™) w T
(arg H) (™) = ®(w) = M t <p(€iw)>, € [0,27). (11)

2.3. LPC Phase Spectrum Features

The LPC spectrum in the all-pole representation has the following form:

G
[15_,(1 = rpeiomz=1y’

m=1

H(z) = (12)

where 7,,,e!%™ is location of the mth pole of the LPC spectrum, and o, € [0, 27) is the
angular frequency of the pole. From Eq. (12) follows that the mth pole contributes to the
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LPC phase spectrum with the additive term

arctan ( T SI(w — am) )

1—rpcos(w— am)

Therefore for the first and second phase spectrum derivative we have

dd(w) rm(cos(w — @) — Tm)
dw _; 1— 27y, cos(w — apm) + 12, (13)
and
Po(w) rm(1 —72) sin(w — )
dw? ; (1 — 27y, cos(w — ayy) +172,)2° 4

The negative derivative of phase of the LP spectrum is called group delay of LP model.
The poles locations are not estimated and the phase spectrum derivatives are calculated
by numerical differentiation of Eq. (11) identity to reduce calculation time.

Equation (13) gives that for the strong pole with r,, close to 1 one can expect local
maximum of the group delay at a point w,, close to the angular frequency «,,. The local
maximum w,, can be found as second derivative zero-crossing point which is closest to
the av,,. Equation (13) gives

¥ () T 1)
and
' (wm) (16)

T'm ~ 71 T (I)/(wm) .

Considering the provided observations, we define the group delay features of a speech
frame as a set of pairs

1
(Wma H—T’(wm)) = (Wm;0m), a7

where {wy, }m, is the set of all zero crossings of the phase spectrum second derivative that
belong to the radian frequency interval (0, 7r) and

o, Pwm) 1
"o L4+ 0 (W) 1+ (wn) (18)

defines a bandwidth of a formant of the speech frame.
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3. Speech Utterance Similarity Measure for Speaker Identification

Suppose there are two sampled speech utterances {x, } and {y, } and similarity between
them must be measured. Let’s assume that {x,, } samples belong to a speaker X of the
training set and {y,, } = Y samples belong to a speech utterance of one, two or even more
test speakers. The similarity measure should estimate the probability that speaker X of
the training set speaks in Y speech utterances. Such speaker recognition scenario occurs
in forensic evaluation of the evidence using automatic speaker recognition systems. In
forensic evaluation speech utterance of a training speaker can be recorded in a separate
channel or manually segmented from multi speakers speech utterances, and test speech
utterances may consists of natural records of persons under investigation.

3.1. Features Statistics

In previous section we introduced LPC phase spectrum variation features which for the
kth speech frame consist of (f% 6% ) pairs where f* is the frequency position of the
mth local maximum of the group delay and J% a bandwidth of the extremum point.
The speech utterances are divided into short time intervals of 1 s. Duration and distri-
bution of the group delay features of their frames is estimated. Since distance between
two neighbour frames is 0.01 s, we have about 100(M — 1) pairs (%, 6% ) of features
in 1 s. duration utterance. Distribution of (f%,6% ) € (0, £2) x (0,1) is estimated by
division of (0, £2) x (0, 1) into N x L rectangular boxes and calculating number of pairs
(%, 6k ) that belong to the boxes. Warping parameter A = \(F'S) is adapted to sampling
frequency F'S so that division of frequency range (0, %) in equal width intervals corre-
sponds roughly to the Bark frequency scale. Possible bandwidth interval (0,1) is divided

into increasing width intervals of total number 10.

3.2. On Mutual Information Based Similarity Measure of Two Short Speech Utterances

Similarity measure between two speech utterances is defined as a mutual information of
the two group delay feature distributions. Let I = N x L is total number of all possible
rectangular boxes {B;}/_; and C% = {c¥}]_, and CY = {c!}!_, are feature vectors
which components are numbers of group delay features belonging to boxes B;. By defi-
nition, all the ¢f and ¢! correspond to [,z + 1) and [y, y + 1) seconds time intervals of
X and Y speech utterances respectively. Let H and Hy. are Shannon’s entropies of the
C% and CY counts, i.e.,

I

HY = =3 ¢ /|C% | log, (c/|C% ). 9
=1
I

HY == c/|C¥ og, (¢!/|CE)), -

i=1

I I
C%l =", oY =Dl @1
=1 =1
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Let C3Y% = {c? + c?}!_, denotes conjoint counts of C% and C}. and

I
HYS == /O [ogs (7 /105 ]) @22)

=1

is the Shannon’s entropy of the C%,. It is easy to prove the following statement about a
relation between the three entropies.

Theorem 1. For any counts C% and CY. and their conjoint count Cy¥, the following
inequalities hold true:

pHY +qHy < HYY < pHY 4 qHY + Hy g, (23)
where
1Ck| ICy|
p= T, ’ q= , = 1_p7 (24)
ICXyl IC5
and
Hp = —plogyp — qlog, q. (25)

Proof. The Gibbs’ inequality (MackKay, 2003) for any two distributions p; and ¢; gives

T T
— pilogapi < =Y pilog, gi-
i=1 i=1

Applying this inequality for p; = ¢ /|C%| or p; = ¢!/|CY| and ¢; = ¢[*Y /\Cf(% we
have

I I
pHY +qHy = =) ¢ /|04 [ogy (e /1C%1) = Y el /ICK% | loga (et /1CY)

=1 =1
I
< =D YO logy (P /1CRY ) = HYY
=1

that proves the left-hand side inequality of Eq. (23).

The right-hand side inequality of Eq. (23) can be justified by information theory rea-
soning. Hf('q’{, is the average Shannon’s information for appearance of a text letter of
the text with C%’% letters counts. The information about a letter of the text with con-
joint C’f(yy counts can be obtained using the following procedure. At first the question is
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asked “is this letter from the text with C% or C%. counts”? Then, depending on the an-
swer to the first question, the second question is asked “which letter is from the text with
C% counts?” or “which letter is from the text with C§. counts?” with probability p and
g = 1 — prespectively. Answer to the first question contains H, ; = —plog, p — qlog, g
bits of information and the second one contains H% or Hy. bits of information with prob-
ability p and q respectively. Since the strategy of provided two questions is not optimal
in general, we have the right-hand side inequality of Eq. (23).

To provide a formal proof of he right-hand side inequality of Eq. (23) let us consider
continuous function

f(z) = —xlogy(z), = =0.
It is easy to check that this function is subadditive, that is

fle+y) < flx)+fly) Yo,y =0

Really, if y > 0 is fixed than

d(f(z+y) — f(@) — f(y) T
’ dx = g2<m+y><0’

and

flzx+y) = f(x)+ fly) atzx=0.

Therefore f(z +y) < f(x) + f(y) Va,y > 0. Applying this inequality we have

I
HYY = = (pcr/|C%| + ac?/|CY|) logy (pef /|C% | + ac? /|CE)
=1

%

I I
=D pei /|C% |Tog, (pef /|CK]) = D act /|C¥ [ 1og, (act /|CY|)

i=1 i=1

pHY + quy/ + Hpg.

N

DEFINITION 1. Similarity of p of [z, z+1) time interval (in seconds) of speech utterance
of the X speaker to the [y, y + 1) time interval of the Y speaker(s) is the number

PH% +qHY — HYY,
- .

p,q

P(X(zzt1)s Yy 1) =1+ (26)

Proposition 1 gives that the similarity of any two speech utterances X[, ;1) and
Yly,y+1) 1s always non-negative and not greater than 1. The next definition gives similarity
of Y, ,41) short speech utterance to all the X utterances.
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DEFINITION 2. Similarity of Y[, , 1) short speech utterance to the X utterances is the
number

Tx—1
Ezio p(X[z,z+1)7 }/[y’erl))
Tx ’

P(X; Yy ye1)) = 27

where T'x is the amount of seconds in X speech utterance.

In other words, similarity p(X, Y}, 1)) is the average similarity of Y}, , ;1) utterance
to the set of all of one second duration utterances X, ;1)

The last definition combines short segments similarities to an integrated similarity of
X and Y utterances.

DEFINITION 3. Similarity of X speech utterances to the Y utterances is the number
p(X,Y)="average value of half biggest” p(X, Y}, y+1)), ¥=0,1,..., Ty —1.(28)

The provided similarity measure p(X,Y") is asymmetrical (in general p(X,Y) #
p(Y, X)). This is explained by the asymmetry in X and Y data: X consists of utterances
of one speaker and Y may contain utterances of two or even more speakers. If a priori
Y contains speech utterances of only one speaker too, the p(X,Y’) can be modified to
symmetrical similarity by skipping “half biggest” words in Definition 3. All provided
speech similarity measures are based on mutual information, are non-negative, and do not
exceed 1. If X and Y are totally different, i.e., the X and Y group delay features points
belong to non-intersecting sets of boxes B;, then, with all x and y, H;"(%, = pH% +
qH{. + H, , and p(X,Y) = 0. In opposite case, when the all counts are proportional
(V,y,i: ¢} = const ¢f), HYS, = pH% + qHy. = H% and p(X,Y’) = 1. Consequently,
the similarity measure p(X, Y") has a probabilistic interpretation: p(X,Y") is a probability
that X speaker participates in Y dialogue.

4. Experimental Results
4.1. Preprocessing of Initial Data

The following standard steps of initial data preprocessing were used in all our experimen-
tations:

e Silent or low energy speech intervals were detected and removed from the further
analysis.
Sound data was pre-emphasized with first order filter of the form 1 — 0.95z.
Speech utterance was segmented into 30 ms frames with 20 ms overlapping.
Frame samples were windowed with Hanning window.
First order all-pass filter with warping parameter A ~ 0.5 (Strube, 1980) was ap-
plied to the windowed speech data.
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4.2. A Graphical Illustration of Group Delay Features

A speech frame with LPC log power spectrum represented in Fig. 1 illustrates ideas about
group delay features. The first derivative of LPC phase spectrum of the same speech frame
is presented in Fig. 2. Comparing LPC log power spectrum and LPC phase spectrum
variation, one can notice that the last has two additional formants (maximums of the
spectrum). The rest five formants of both spectrums have similar positions at frequency
axis, however, peaks of the first derivative of LPC phase spectrum are more prominent
than that of LPC log power spectrum.

Equation (16) approximation gives a “pole distance” of a chosen formant f = f,, to
the unit circle. Fig. 3 presents — log of the distances with marked points that correspond
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Fig. 1. LPC log power spectrum of a speech frame.
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Fig. 2. First derivative of LPC phase spectrum of the same speech frame.
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Fig. 3. — log band width with marked features points ( fp,, — log(dm)) of the speech frame.
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to formats. The coordinates of the marked points define pairs (f,,, — log(d;,,)) that form
features vector of the speech frame.

4.3. Experimentation Data Sets and Results

Different speaker recognition techniques were compared using Russian Speech Data
voice (RUSBASE) database which is distributed by ELRA (European Language Re-
sources Association; ELRA-S0050, 1998) and data from the Netherlands Forensic In-
stitute Speaker Recognition Evaluation (NFISRE). The NFISRE was conducted in 2004—
2005 in order to compare the methods used by different forensic institutes belonging to
the European network of forensic science institutes. NFISRE has two reference record-
ings containing speech utterances of a known and suspected speaker. Other test recordings
contain from 20 s to 10 min speech utterances of two speakers. The NFISRE task was to
determine if suspected speaker participates in provided test utterances. Correct training
set was constructed by manual segmentation of 2 training recordings leaving only utter-
ances of suspected speaker and recordings that were fully automatically checked. Ideal
recognition was obtained by comparing with ground truth released by N FI (Gambier-
Langeveld, 2005), that is — all impostor and genuine speakers were correctly classi-
fied.

RUSBASE is divided into 5 cases with approximately 15 sessions for each case. It
contains 44 men and 35 women voices with total size of speech recordings about 500 Mb.
First three sessions were used as a training set. Remaining sessions were used for test-
ing.

RUSBASE recognition based group delay features were compared with Gaussian
Mixture Model (GMM) that uses Mel Frequencies Cepstral Coefficients (MFCC), For-
mants and Antiformants (F&A), pitch value FO. Table 1 (galna and Kamarauskas, 2008)
gives results of Equal Error Rates (EER) for speaker recognition on RUSBASE, case 1,
men voices, using MFCC, F&A, and FO features and Vector Quantisation (VQ); see,
Lipeika and Lipeikiene, 1995) and GMM recognition methods. The EER ranges from
2.32 to 8.8% (see Table 1). On the group delay and mutual information based speaker
recognition algorithm for the same data gives EER = 0,042%. Table 2 provides full re-
sults of speaker recognition of RUSBASE. Here FARO and FRRO are Zero False Accep-
tance and Zero False Rejection rates, respectively.

Table 1

Recognition of RUSBASE speaker, case 1, voice man,
using different methods and features

Method Features EER [%]
vQ MFCC 8.8
GMM MFCC 5.8
GMM F&A 5.1

Phonemic F&A 2.32
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Table 2

Speaker recognition using phase spectrum features and of mutual information
type similarity. RUSBASE data set, cases 1-5

Case Voice FARO [%] EERO [%] FRRO
1 Man 1.8 0.042 0.12
1 Woman 1.96 0.042 0.07
2 Man 0.8 0.084 0.12
2 Woman 2.17 0.2 1.37
3 Man 3.19 0.058 0.09
3 Woman 1.96 0.033 0.06
4 Man 0.6 0.01 0.02
4 Woman 4.6 0.112 0.15
5 Man 2.79 0.199 0.59
5 Woman 0.44 0.007 0.01

5. Conclusions

It is shown that phase of transfer function defined by linear prediction model can be used
for derivation of features of utterances. The features represent extremes of the group delay
of the LP model. Similarity measure between two speech utterances was defined as a mu-
tual information of the two group delay feature distributions. The performance of group
delay features and their similarity metric was tested on two speakers datasets that contain
text-dependent and text-independent utterances. The new speaker recognition technique
showed up a reduction of equal error rate up to twenty times in comparison to traditional
methods that use features derived exclusively from the amplitude of the power spectrum.
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Tiesinés prognozés modelio gupinés delsos pozymiu panaudojimas
atpazinti asmens balsa

Algirdas BASTYS, Andrej KISEL, Bernardas SALNA

Darbe pasitilyta panaudoti tiesinés prognozés modelio perdavimo funkcijos spektro fazg kal-
bos poZymiams apibréZti. Pozymiai iSreiSkiami skaiCiu poromis, kurios apraso tiesinés prog-
nozés modelio grupinés delsos ekstremumo taskus. Pirmoji poros komponenté yra grupinés del-
sos ekstremumo tasko abscisé, o antroji yra spektro ekstremumo taske juostinio plocio jvertis.
Pasiilyta balsy panasumo ivertinimo metrika, kuri apibréZiama panaudojant jvestus grupinés del-
sos pozymius. Metrika adaptuota nepriklausomam nuo teksto balso atpazinimui laikantis nuostatos,
kad pateikiama kalbos signala gali sudaryti keliu asmeny balsai. Atlikti tyrimai parodé¢, kad au-
tomatinis asmens balso atpaZinimas besiremiantis pasitilytais poZymiais ir ju panaSumo metrika
kokybés prasme lenkia atpazinima naudojanti Gauso miSiniy modelius ir Mel kepstro, formanciu,
antiformanciy ar pagrindinio tono poZymius.



