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Abstract. A practical method for segmentation and estimation of model 

parameters of processes is proposed in this paper. A pseudo-stationary random 
process ~th instantly changing properties is divided into stationary segments. 
Every segment is described by an autoregressive model. A maximum likehood 
method is used for segmentation of the random process and estimation of un­
known model parameters. An example with sIDlulated data is presented. 
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1. IntroQuction. Many practical time series exhibit non­
stationary characteristics. One of the categories of such non-statio­
narity is a pseudo-stationary time series which may be considered 
as the -se\\'ing" together of a. number of stationary time series (see 
Fig. 1( a»). 

Vfe can treat such time series as random proce"St~C , .. ill; ~H­

stantly and frequently changing properties. Thf're arc instant and 
noticeable changes of the average iu the realization of the random 
process and they separate individual segm~nts. We may assume 
first that the random process in a segment is stationary between 
changes of the average. Then. the components of the random 
process in different segments are independent though the~: m~y 
be dependent within the segment. Every segment as part of the 
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sta.tionary random process may be modelled by an autoregressive 
• (AR) model and belong to a certain class. The segments with sim­
ilar properties may belong to the·same class. A nonsupervised con­

. trol process performs switching among classes. It may be a Markov 
chain which characterizes the frequency of switching among classes. 

A maximum likelihood method is used here for segmentation of 
random pr~cesses with instantly changing properties and estima­
tion of unknown autoregressive model paramet.ers for each class. 
Besides, eRtirnation of the matrix of state transition probabilities 
for the Markov chain is proposed. The results of segmentation and 
estimation of the model parameters, using simulated time series, 
are presented. 

, 

2. Statement of the problem. Let {Xd, t = 1, ... , N be 
a J~screte random process which characterizes the features of the 
observed object. At any moment of time t an object may be in one 
of L states, i.e., a component of the process X t may belong to one 
of L classes. We shall introduce a segment of the process {Xd as a 
sequence of the process components X t belonging to the same class. 
We shall denote a sequence of the states of process components X t 

(t = 1, ... ,N) hy {St: St = I, 1= 1, ... ,L}. The state sequence {sd 
is a Markov chain with the matrix of state transition probabilities 
Q = {qij: % = P[St = j I St-1 = iJ, i,j = 1,:.:,L}. 

The random process {Xt } is modelled by an autoregressive 
model with instantly changing pa.rameters depending on the 
state St: 

p(s.) 

X t = Xt(sd = 1'(1';) - L o;(Sd[Xt-i(sd - J.l(sd] + b(sd~~, . (1) 
1=1 

where the model parameters depend upon the state of the ob­
ject. Each state corresponds to the vector of model parameters 
A.I = (J.lI,ail), .... a~~),PI,bl), (l = 1. ... ,L). {Vi} are the normal inde­
pendent random variables with zero mean and the variance equal 
to 1. Besides we assume the components of {Xd in different 5~g­
ments..to be independent. 
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The problem lies in estimating the state sequence {sd, i.e., 
carrying out the segmentation of the random process according 
to the classes, unknown parameters of autoregressive models Al 
for eac;l class I (l = 1, ... , L) and the matrix Q of state transition 
probablities using the realization {xd of the random process {Xd 
(t = 1, ... , N). The number of classes L is assumed to be known. 

3. Estimation of the state sequence {St}. We solve this 
problem temporarily assuming that p(St) = 0, i.e., all components 
of the process {Xd are independent. According to (1) and since 
Vt has a normal distributation, the probability density for X t is a 
mixture of normals with weight coefficients 7r1(/ = 1, ... , L): 

L 

h(Xt 10) = L 7rZ/(Xt 1111,(1), (2) 
1=1 

where L is the number of components of normal probability den­
sit,ies in the mixture which is t.he same as the number of classes; 
~f=l 7r1 = 1, (pI, on are the parameters of the normal density func­
tion. 

The proba7>ility density function for the process {X,} is 
• 

N L 

:h(X1 , ... ,XN) = I1L7rz/(X t 1111'0[), (3) 
T=l 1=1 

where 

(4) 

The parameters 7r1, Ill, o}(l = 1, ... ,L) will be estimated by the 
maximum likelihood method using the logarithm of the likelihood 
function: 

N L 

L( 0) = L log L 7rdl( Xt 111/, uf), (5) 
1=1 1= 1 

where 0 = (7r1, ... ,7rL,jl1, ... ,I1L,uf, ... ,ul) - is the vector of param­
eters of a mixture of normal distribution densities. 

We shall use the EM recurrent procedure (Redner, 1984)'which" 
maximizes (5). 
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Step 1. Computation of the a posteriori probability glt for the 
• component Xt of the random process realization: 

(6) 

Step 2 .. Precise estimates of parameters 7rl,Pl,a}: 

(7) 

(8) 

(/= 1, ... ,L). (9) 

Step 3. Computation of L(l» by (5), where i is the number 
of iteration. 

Step 4. If 
oJ-l ,~(i) 

IL(8 )-L(81<r (10) 

is true (where r is some threshold), then the recurrent procedure is 
completed, otherwise, we repeat step 1. . 

Initial meanings of the parameters (7r?, p?, O'~O) (/ ::: 1, ... , L) 
may be computed by the algorithm (OstaseviCius, 1986). The 
threshold r is determined experimentally. 

The estimate of the state sequence {St}, using the sequence of 
a po~teriori probabilities {Ylt} (1 = 1, ... , L, t = 1, ... , N), is 

St = arg max {Ylt} 
l~I(L 

(t = 1, .. . ,N). . (11) 

4. Segmentation. Let us denote a segment by Win, where./ is 
the number of the class (l = 1,: .. , k), n is the number of the segment 
in the class. The number NI of segments for the class I (/ == 1, ... , L) 
is being defined during the formation of segments. 
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Assume that n - 1 segments are formed for the class I. The 
components :Cj, Xi+l, ... ,Xj will belong to the segmE'nt Uln of class I 

if it is true 

5;-1 ::j:. I and Sj = I and Si+1 = I and 

and Sj-1 = I and Sj = I and Sj+1 f:. t. (12) 

All the segments Wll, W12, .•. ,WINz for each class I will be formed 
in the same way. 

S. Estimation of parameters of the autoregressive model 
for the class. Let Wll, WI2,"" WIN, be the segments which belong 
to the same class I. The autoregressive model parameters for this 
class will be estimated by solving the system of linear equations 
with respect to the parameters ail), ... , a~l? when model order PI is 
fixed. We define some indicator function 

{
I, 

J(t,l) = 
0, 

if St-PI = I and 
St-PI+1 = I and St-1 = I and St = I, 
otherwise (/ = 1, ... , L; t = 1, ... , N). 

The systerrtl of linear equations is 

(13) 

(14) 

where C(l) is the matrix and a(1) c(l) are column-vectors with the 
. ' 

elements: 

N 

c;? = L J(t, I)(Xt_i - PI )(Xt_j - jJ.I), (15) 
t=1 

(16) 

(i=l,···,PI; j=O.1, .. ,PI) 
and the estimates of paramet.ers 1,1 are 

( 17) 
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. N 
~here Mz = Lt=1 J(t, 1). 

Model order PI may be estimated by what is commonly known 
as information criterion measures. A number of information criteria 
hay€' been proposed, e.g., Hannan-Quinn (Hannan, 1979) that we 
use. 

Let Pmax .be the maximum order of the model. Model order PI 
will be determined as 

PI = arg min {M/log [c~l) - t a~l)c~I)] + 'Y log (log(MI )) }, (18) 
i=1 

where 'Y > 2. 

6. Estimation of the matrix Q of state transition prob­
abilities. We compute the matrix v = [Vij, i,j = 1, ... ,L] of 
state transition frequencies using the estimated state sequence {St} 
(t = 1, ... , N). 

Let us introduce indicator functions such as 

I(i:i,t) = {~: if St-1:j:. St, 

if 8t-1 = i and St = i; (19) 

(i=I, ... ,L; t=2, ... ,N) 

J ( . . ) {o, 
\1,),t = 1, 

if St-1 = St, 

if St-1 = i and St =j' and 
(20) 

(i,j=l, ... ,L; t=2, ... ,JV). 
The elements of the state transition frequency matrix are com­

puted by 

N 

Vi; = IV ~ 1 LI(i,i,t), 
t-" 

(21) 

N 

Vij = N ~ 1 I: J(i,j, t). (22) 
t=2 

If N -+ 00 for the Markov chain, then the elements Vij of t"he 
state transition frequency matrix v converge to the elements qij of 
the 6Lat.e transition probability matrix Q. For large N 

(i,j = 1, ... , 1:,). (23) 
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7. Example. Let as consider an exam pIe. A realization of 
a random process was generated using the model parameters from 
Ta.ble 1. The number of class was L = 2 and the length of realization 
was N = :iOOO. Fig. 1 shows a fragment of the generated realization 
(a) and the result of segmentation (b). Estimated parameters are 
presented in Table 2. The number of iterations was 15. 

Table 1. Model parameters 

I JJI . bl ,PI a~1) a~l) Q 
1 -3.000 1.000 2 -0.750 0.500 ( 0.950 0.050) 
2 3.000 1.000 2 0.250 -0.500 0.050 0.950 

Table 2. Estimated parameters 

1 PI bl PI 
~(l) 
ai 

~I' a? J Q 
1 -3.082 1.246 2 -0.719 0.474 (0.934 0.066 ) 
2 3.02 1.313 2 0.237 -0.504 0.05~ 0.941 

-. 

(a) 

(b) 

Fig.!. Generated realization {Zt} of the random process (a)· 
and estimated state sequence {St} (b). 
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• 8. Conclusions. We propose a practical method for analyiing 
the pseudo-stationary random processes in this paper. This method 
may be applied especially to random processes with an exactly and 
instantly changing average which separates individual segments. 
First of all this method include.s the segmentation of a pseudo­
static nary ra!1dom process into" stationary segments. Then, the 
parameter estimation technique for the linear model is used. The 
estimation of the state transition probability matrix i's presented 
as well. By a.pplyi~g the method to the simulated random process, 
it is observed that the method works well. Thus, the method can 
be recommended for solving practical problems. 
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