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Abstract. In this study, we evaluated the effects of the normalization procedures on decision out-
comes of a given MADM method. For this aim, using the weights of a number of attributes calculated
from FAHP method, we applied TOPSIS method to evaluate the financial performances of 13 Tur-
kish deposit banks. In doing this, we used the most popular four normalization procedures. Our
study revealed that vector normalization procedure, which is mostly used in the TOPSIS method by
default, generated the most consistent results. Among the linear normalization procedures, max-min
and max methods appeared as the possible alternatives to the vector normalization procedure.
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1. Introduction

Multi-attribute decision making (MADM) is the most popular branch of decision mak-
ing. MADM refers to making preference decisions (e.g., evaluation, prioritization, and
selection) over finite number of alternatives which are characterized by multiple, often
conflicting, attributes (Hwang and Yoon, 1981; Zavadskas and Turskis, 2011). In MADM
models, each alternative has a performance rating for each attribute, and performance
ratings for different attributes are usually measured by different units. Thus, normaliza-
tion procedures are used in MADM models to convert the different measurement units
of the performance ratings into a comparable unit. Several normalization procedures are
available in literature to eliminate computation problems caused by different measure-
ment units. MADM methods generally use one of these normalization procedures with-
out considering the suitability of other available procedures (Chakraborty and Yeh, 2007).
Among the linear normalization procedures, for example, sum method is used in Fuzzy
Analytic Hierarchy Process (FAHP), Complex Proportional Assessment (COPRAS) and
Additive Ratio Assessment (ARAS) applications (Gumus, 2009; Se¢cme et al., 2009;
Ertugrul and Karakasoglu, 2009; Chatterjee et al., 2011; Antuchevi¢iené et al., 2011;
Kaklauskas et al., 2007; Ginevicius and Podvezko, 2008; Viteikiene and Zavadskas, 2007;
Zavadskas and Turskis, 2010), while max method is used with Simple Additive Weighting
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(SAW), Fuzzy Technique for Order Preference by Similarity to Ideal Solution (FTOP-
SIS), Weighted Sum Model (WSM) and Weighted Aggregated Sum Product Assess-
ment (WASPAS) methods (Hwang and Yoon, 1981; Yeh, 2003; Wang and Chang, 2007,
Sun and Lin, 2009; Sun, 2010; Zeydan et al., 2011; Zavadskas et al., 2012). Another linear
procedure, max-min method, is preferred in VlseKriterijumska Optimizacija I Kompro-
misno Resenje (VIKOR) and extended PROMETHEE II (EXPROM?2) applications (Opri-
covic and Tzeng, 2004; Ginevicius, 2008; Yal¢in ef al., 2012; Antucheviciené et al., 2011;
Chatterjee and Chakraborty, 2012). Vector normalization, which is a non-linear procedure,
is very popular in TOPSIS, Elimination and Choice Translating Reality (ELECTRE) and
Multi-Objective Optimization by Ratio Analysis (MOORA) applications (Antucheviciené
et al., 2010; Ginevic¢ius and Podvezko, 2008; Ertugrul and Karakasoglu, 2009; Ozcan et
al., 2011; Yal¢in et al., 2012; Chakraborty, 2011; Brauers et al., 2007).1

In this study, we aimed to contribute to the literature comparing the effects of the nor-
malization procedures on decision outcomes of MADM problems. To be more specific,
using the weights of a number of attributes calculated from FAHP method, we applied
TOPSIS method to evaluate the financial performances of 13 Turkish deposit banks. In
doing this, following Chakraborty and Yeh (2007, 2009), we focused on the most popular
four normalization procedures. In evaluating and comparing the results of the alterna-
tive TOPSIS models based on different normalization procedures, we benefited from the
consistency conditions set by Bauer ef al. (1998).

The remainder of the paper is organized as follows: Section 2 presents a literature re-
view on the impact of the normalization procedures on the decision outcome. In Section 3,
research methodology including FAHP, TOPSIS and alternative normalization procedures
are explained. Empirical results including those of both application of the alternative mod-
els and consistency search are presented in Section 4. And finally in Section 5, the results
of the study are discussed.

2. Literature Review on the Impact of the Normalization Procedures
on the Decision Outcomes

In literature, the impact of the different normalization procedures on the decision results of
a given MADM method has been examined by several studies. These comparative studies
are reviewed in this section.

Pavlicic (2001) examined the effects of three popular normalization procedures on
three different MADM methods (SAW, TOPSIS and ELECTRE). Pavlicic (2001) con-
cluded that the normalization procedure used affected the final choices. This study also
witnessed that MADM methods violated certain conditions of consistent choice and that
this violation could be attributed to the normalization procedures used.

IIn fact, we are aware of the several studies which are exceptions to our generalization. For example, Lai
and Hwang (1994) and Wu et al. (2009) used max-min method in a TOPSIS application, Turskis et al. (2006)
used max-min method in a SAW application, while Torlak ez al. (2011) utilized vector normalization method in
a fuzzy TOPSIS application.
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Using a new program called LEVI 3.0, Zavadskas et al. (2003) compared the result of a
non-linear normalization procedure (proposed by Peldschus et al., 1983) with those of four
linear ones (proposed by Stopp, 1975; Weitendorf, 1976; Korth, 1969; liittler, 1966). The
results showed that the non-linear normalization procedure proposed by Peldschus et al.
(1983) improves the quality of transformation and solves technological and organizational
problems more precisely.

Milani et al. (2005) evaluated the effect of five different normalization procedures by
applying TOPSIS method to the problem of gear material selection for power transmis-
sion. Milani et al. (2005) concluded that different normalization procedures generated
rather different closeness coefficients. However, this was not enough for linear normaliza-
tion procedures to change the ranking of the alternative gear materials while non-linear
normalization procedure produced somewhat different ranking.

Zavadskas et al. (2006) developed a methodology for measuring the accuracy of the
relative significance of the alternatives as a function of the attribute values. Zavadskas
et al. (2006) employ this methodology in a TOPSIS application by normalizing attribute
values with both non-linear vector and linear normalization (proposed by Lai and Hwang,
1994) procedures. In this study, it is shown that the accuracy of results is influenced not
only by errors of the initial attribute values but also depends on solution techniques and
normalization methods of the initial attribute values used. In addition, the study witnesses
that the relative closeness of the alternatives to the ideal solution is approximately 2.3
times less accurate in linear normalization than in vector normalization.

Brauers and Zavadskas (2006) discussed the normalization procedures by proposing a
new MADM method called Multi-Objective Optimization on the basis of Ratio Analysis
(MOORA). In this method, a ratio system is developed in which each performance of an
alternative on an attribute is compared to a denominator which is a representative for all
the alternatives concerning that attribute. Then, these ratios, taking values between zero
and one, are summed in the case of maximization or subtracted in case of minimization.
Finally, all alternatives are ranked according to the obtained sums. Brauers and Zavadskas
(2006) considers various ratio systems, such as total ratio, Weitendorf (1976) ratio, Jiittler
(1966) ratio, Stopp (1975) ratio, Korth (1969) ratio and concluded that for this denomina-
tor, the best choice is the square root of the sum of squares of each alternative per attribute,
which is indeed the vector normalization.

In selecting effective construction alternatives, Migilinskas and Ustinovichius (2007)
studied twelve attributes by help of eight methods of normalization separated into four
groups. This paper concludes that normalization method must be chosen according to
the objectives so as to meet special requirements, with regard to possible inaccuracy or
uncertainty threats and effects on the final decision about the ranking of the alternatives.

Peldschus (2007) examined several normalization formulae and showed that the solu-
tion in a MADM problem varies depending on the normalization method used. It is also
shown that the stability of the solution for maximization or minimization problems is not
ensured using a linear normalization.

Chakraborty and Yeh (2007), generating several alternative environments by simula-
tion, compared four commonly known normalization procedures when used with SAW.



188 A. Celen

This study suggested that vector normalization and linear scale transformation (max
method) outperforms other normalization procedures. Chakraborty and Yeh (2009) com-
pared the same normalization procedures for the TOPSIS method. This study supported
the use of vector normalization with the TOPSIS method.

Liping et al. (2009) searched the most appropriate normalization procedure (among
nine alternative procedures) for multiple attribute evaluation (MAE).? This study, reaching
the conclusion that the evaluation result is greatly affected by different data normalization
methods, recommended two different linear normalization methods.

With the help of LEVI 3.1. program, Zavadskas and Turskis (2008) proposed a new
logarithmic normalization method and compares its results with those of two non-linear
normalization methods (vector normalization and Peldschus et al., 1983 method) and two
linear normalization methods (Weitendorf, 1976; Korth, 1969). According to the results,
the proposed logarithmic normalization procedure yields more stable results in solving
multi-attribute decision problems. It is also shown that logarithmic normalization may
be used in the cases when the values of the attributes differ considerably. Another study
making comparisons among these normalization procedures by utilizing LEVI program is
Turskis et al. (2009). This study also supports the new proposed logarithmic normalization
procedure.

Peldschus (2009) analyzed the linear functions and non-linear functions (the hyper-
bolic function, the quadratic and cubic function, the square root and the logarithmic func-
tion) with respect to their normalization features. This study concluded that linear func-
tions present a good mapping to the interval [1; 0]. However, for the minimization, when
characteristic values, which exceed the double minimal value, are included in the descrip-
tion of the variants, non-linear functions should be used. According to the results, if max-
imization and minimization are jointly required for the solution of the decision problem,
there should not be large differences in the deformation between both cases.

3. Research Methodology
3.1. Fuzzy Analytic Hierarchy Process (FAHP)

Analytic Hierarchy Process (AHP), firstly proposed by Saaty (1980), has a wide range of
applications in multi-attribute decision making (MADM) methods. AHP uses hierarchi-
cal structures to represent a problem and then calculate weights for alternatives according
to the judgments of the decision makers in a pair-wise comparison framework. The con-
ventional version of AHP method is often criticized owing to using the exact and crisp
judgments of the decision makers. On the other hand, decision makers are more confi-
dent about interval judgments than fixed value judgments. Because of the vagueness and
ambiguous are inherent of the human judgments and preferences, real life situations can

2MAE and MADM are used for different purposes although they are rather similar to each other. MAE
usually focuses on the evaluation of all objects involved, while MADM deals with the selection of the optimal
decision alternative (Liping et al., 2009).
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Fig. 1. A triangular membership function, w  (x).

be modeled more adequately by using fuzzy values than the exact numerical values. An-
other handicap of the AHP method is that the preferences in AHP are essentially human
judgments based on their subjective perceptions. Therefore, a fuzzy version of the AHP
method, called fuzzy analytic hierarchy process (FAHP), has been introduced in order to
take into consideration subjective uncertainty of the variables.

A fuzzy number is a special fuzzy set A = {x € R | ua(x)}, where x takes its values
on the real line i!': — 0o < x < 400 and 14 (x) is a continuous mapping from to the
closed interval [0, 1]. Triangular fuzzy numbers and trapezoidal fuzzy numbers are the
most popular fuzzy numbers thanks to their computational simplicity. Triangular fuzzy
numbers are preferred for representing the linguistic variables in this study.

A triangular fuzzy number can be donated as M = (I, m,u) and its membership func-
tion g5 (x) R — [0, 1] can be given as

0, x<lorx>u,
)=y =0D/m=0, I<x<m, (D

x—u)/(m—u), m<x<u,

where  <m < u and [, m, and u describe the smallest possible value, the most promising
value, and the largest possible value of a fuzzy event, respectively. Membership function
of a triangular fuzzy number M is illustrated in Fig. 1 (Deng, 1999).

Let 1\711 =1, mi,u), 1\712 = (I, m3, up) be two triangular fuzzy numbers, the basic
operations of triangular fuzzy numbers used in this study are defined as follows (Kauf-
mann and Gupta, 1991):

My & My = (I + Lo, my +ma, uy + ua),
My ® My ~ (lila, myma, uyus),

A® My = (AMy, Amiiuy), Ar>0, LER,
Mt~ (1 fur, 1 my, 1D,

2

where Iy, my,uy,l, moy, uz > 0.
In this study, attribute weights of the performance measures are calculated by using
extent analysis of Chang (1966). To describe the extent analysis of Chang (1966), firstly
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let X = {x1,x2,...,x,} an object set, and G = {g1, g2, ..., g} be a goal set. According
to the method, extent analysis for each goal is performed respectively. Therefore, m extent
analysis values for each object can be obtained:

1 2 7 .
Mgi,Mgl-,...,Mg’f-, i=1,2,...,n, 3)
where all M é{i (j =1,2,..., m) are triangular fuzzy numbers. In this framework, Chang’s

extent analysis can be given as follows (Ertugrul and Karakasoglu, 2009):

Step 1: The value of fuzzy synthetic extent with respect to the ith object is defined as
follows:

m . n m . -1
Si=y M, ® [ZZM‘;] : 4)
j=1 i=1j=1

To obtain Z?:l M ;i, the fuzzy addition operation of m extent analysis values for a par-
ticular matrix is performed as follows:

m . m m m
>t = (320 3 .
j=1 j=1 j=1 j=1

and to obtain [Y__, 2721 Mé{l.]_l, the fuzzy addition operation of ngl. (j=12,....,m)
values is performed as follows:

n m . n n n
>3 = (30 3o Yo ©
i=1 j=1 i=1 =1 i=1

and then the inverse of the vector above is computed as follows:

i=1 j=1

Step 2: When M| = (I1, m1, u1) and M> = (I3, m2, up) are two triangular fuzzy numbers,
the degree of possibility My = (I, ma, uz) > M1 = (l1,m1, u1) is defined as

V(M2 > M1) = sup (min (o, (%), 1, (3))) ®)
yz=x

and can be equivalently stated as:

1, ifmy >my,
V(MzZMl):hgt(MlﬂMz):/,LM2(d): 0, ifly > uy, )
h—uy otherwise.

(my—uz)—(m1—11)°
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Fig. 2. The intersection between M and M.

Figure 2 illustrates Eq. (9) where d is the ordinate of the highest intersection point D
between py, (x) and ppy, (Zhu et al., 1999). The values of both V(M > M>) and
V(M3 > Mj) are needed to compare M; and M».

Step 3: The degree of possibility for a fuzzy number to be greater than k fuzzy numbers
M; (i=1,2,...,k) can be defined by

VM =M, M,..., M)

V[(M > M) and (M > My) and (M > My)]  (10)
=minVIM =M, i=12 ...k (11)

Assume that d’(A;) = min V(S; > Sx) fork=1,2,...,n; k #i. Then the weight vector
is given by

W = (d'(A1),d'(A2),....d (Ap)", (12)
where A; (i =1,2,...,n) are n elements.
Step 4: The normalized weight vectors are obtained by normalization as

W = (d(A1),d(A2), ..., d(Ap)". (13)
3.2. Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)

TOPSIS is originally proposed by Hwang and Yoon (1981), and became one of the classi-
cal MADM methods. According to this method, alternatives to be evaluated by n attributes
are presented as points in an n-dimensional space. A fundamental assumption of TOPSIS
is that each attribute has a tendency towards monotonically increasing or decreasing utility.
In this method, firstly positive ideal solutions (PIS) and negative ideal solutions (NIS) are
determined. The positive ideal solution is a solution that maximizes the benefit attributes
and minimizes the cost attributes, whereas the negative ideal solution maximizes the cost
attributes and minimizes the benefit attributes (Wang and Elhag, 2006). In short, the pos-
itive ideal solution is composed of all best values attainable of attributes, whereas the
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negative ideal solution consists of all worst values attainable of attributes (Wang, 2008).
TOPSIS method considers the distances to both the PIS and the NIS simultaneously by
defining “relative closeness to ideal solution”. The alternative which is the closest to pos-
itive ideal solution and farthest from the negative ideal solution is selected as the best
alternative.

To explain the algorithm of TOPSIS, suppose we have m alternatives (A1, A2, ..., An),
and n decision attributes — criteria (Cy, C, ..., C,). Each alternative is evaluated with
respect to the n attributes. All the rating scores assigned to the alternatives with respect to
each attribute form a decision matrix denoted by X = (x;;)pn. Let W = (w1, w2, ..., wy)
be the relative weight vector about attributes, satisfying Z?:l w; = 1. The algorithm of
TOPSIS is as follows (Ertugrul and Karakasoglu, 2009):

Step 1: Decision matrix X = (X;;)mx is normalized according to one of the normalization
methods described in Section 3.3.

Step 2: Weighted normalized decision matrix V = (v;j ) is obtained by multiplying
normalized matrix with the weights of the attributes:

Vij =Tij - W, (14)
wherei =1,2,...,mand j=1,2,...n.
Step 3: Positive ideal solution (PIS) and negative ideal solution (NIS) are determined:
PIS={v],vy,....v}} where vj“:miax(v,'j), (15)

NIS={v],v;,...,v, } where vy =r11iin(vij). (16)

Step 4: The distance of each alternative from PIS and NIS are calculated:

n
2

dt =13 (v =vf)". (17)

j=1

n
a7 = | (wij—v;)?, (18)

j=1

wherei =1,2,...,m.

Step 5: The closeness coefficient of each alternative (CC;) is calculated:

d.
CCi=—"—, wherei=1,2,...,m. 19
YAt +d (1%

1 1
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Step 6: The ranking of the alternatives are determined according to CC; values: The
bigger CC;, the better the relevant alternative. In other words, the alternative with the
highest closeness coefficient is determined as the best alternative.

3.3. Normalization Procedures

In this study, the four well known normalization procedures used in MADM are ap-
plied separately to the Turkish deposit banking sector. These normalization procedures
are (i) vector normalization, (ii) linear scale transformation (rmax—min), (iii) linear scale
transformation (max) and (iv) linear scale transformation (sum). These procedures, de-
noted by N1, N2, N3 and N4 respectively, are briefly described below. Meanwhile, we
called the alternative TOPSIS applications which are based on these normalization pro-
cedures as model N1, model N2, model N3 and model N4, respectively.

3.3.1. Vector Normalization [N1]
In this procedure, each performance rating of the decision matrix is divided by its norm.
For benefit attributes, the normalized value r;; is obtained by
Xii
> i Xij

For cost attributes, r;; is computed as

o /i) 1)

ij = p >
v Zi:l(l/xij)

where x;; is the performance rating of i-th alternative for attribute C;.

This procedure has the advantage of converting all attributes into dimensionless mea-
surement unit, thus making inter-attribute comparison easier. But it has the drawback
of having non-equal scale length leading to difficulties in straightforward comparison
(Chakraborty and Yeh, 2007, 2009).

3.3.2. Linear Scale Transformation (Max—Min) [N2]
This method considers both the maximum and minimum performance ratings of attributes
during calculation.

For benefit attributes, the normalized value r;; is obtained by

min
Xij —X;
=—J (22)
yMmax _ ,min
J J

Tij
For cost attributes, r;; is computed as

e R (23)
X
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where x;; is the performance rating of ith alternative for attribute C;, x}“ax is the max-
imum performance rating among alternatives for attribute C; and x}"i“ is the minimum
performance rating among alternatives for attribute C;.

This procedure has the advantage that the scale measurement is precisely between 0
and 1 for each attribute. The drawback is that the scale transformation is not proportional

to outcome (Chakraborty and Yeh, 2007, 2009).

3.3.3. Linear Scale Transformation (Max) [N3]
This method divides the performance ratings of each attribute by the maximum perfor-
mance rating for that attribute.

For benefit attributes, the normalized value 7;; is obtained by

x,-j
Tij = —“max - @4)
X5
J
For cost attributes, r;; is computed as
rij=1-— max ’ (25)

J

where x;j is the performance rating of ith alternative for attribute C; and x7* is the
maximum performance rating among alternatives for attribute C;.

Advantage of this procedure is that outcomes are transformed in a linear way
(Chakraborty and Yeh, 2007, 2009).

3.3.4. Linear Scale Transformation (Sum) [N4]
This method divides the performance ratings of each attribute by the sum of performance
ratings for that attribute.

For benefit attributes, the normalized value r;; is obtained by

oo (26)
MDY AT

For cost attributes, r;; is computed as

(1/xi5)
= , 27
= S i) @7

where x;; is the performance rating of i-th alternative for attribute C;.

4. Emprical Results
4.1. Data

Turkey suffered from a severe financial crisis in 2001. Since then, the regulations sur-
rounding the financial institutions have been expanded in order to provide resilience to
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Table 1
Number of banks, branches, employees and total asset in Turkish banking sector.
Bank Branch Employee Total asset
Deposit banks 31 9798 176032 605570
State-owned banks 3 2894 49218 185958
Private banks 11 4996 89154 334696
Banks in SDIF 1 1 243 445
Foreign banks 16 1907 37417 84472
Dev’t. and inv. banks 13 43 5245 20472
Total 44 9841 181277 626043

Notes: (1) Source: BAT. (2) Total assets are in million USD.

both domestic and external financial fluctuations. Thanks to these heavy regulations, Turk-
ish banks are able to remain well-capitalized, sturdy and profitable with strong balance
sheets during the current global financial crisis. In Turkey, Banking Regulation and Su-
pervision Agency (BRSA), the regulatory body of the banking sector, is responsible from
preserve the rights and benefits of depositors. The Banks Association of Turkey (BAT), the
representative body of the banking sector, protects and promotes the professional interests
of banks.

Turkish financial sector shows annual growth of 20% between 2002 and 2010. Al-
though Turkish insurance sector grows more rapidly with 25% during the same period,
Turkish financial sector is still dominated by banks: According to the asset size, 77% of
the assets belong to the banks. As can be seen from Table 1, as of February 2012, Turkey
has 44 banks in total, 31 of them being deposit and 13 development and investment banks.
Amongst deposit banks, there are 3 state-owned banks, 11 privately-owned banks and 16
foreign banks. The Saving Deposits Insurance Fund (SDIF) owns 1 bank. As parallel to the
growth in the financial market in Turkey, the number of branches and employees of banks
increase continuously. As of February 2012, the number of branches and employees reach
to 9841 and 181277, respectively. Total asset of the banking sector is approximately 606
billion USD. Almost all of this total is owned by the deposit banks. Indeed, the deposit
banks dominate not only banking sector, but also all financial sector.

In this study, we aimed to measure the financial performances of Turkish deposit banks.
Among the 31 deposit banks, we selected the largest 13 banks from three segments (state-
owned, private and foreign) of the sector. The deposit banks studied are; (i) state-owned:
TC Ziraat Bankas, Tiirkiye Halk Bankasi, Tiirkiye Vakiflar Bankasz; (ii) private: Akbank,
Sekerbank, Tiirk Ekonomi Bankasi, Tiirkiye Garanti Bankas, Tiirkiye Is Bankasi, Yap1
ve Kredi Bankasi; (iii) foreign: Denizbank, Finans Bank, HSBC Bank and ING Bank.
Selecting these banks, according to the asset size, we can study 100% of the state-owned
deposit banks, 56% of private banks and 81% foreign banks. On the whole, 73% of deposit
banks and 71% of all banking sector is covered in our study. Meanwhile, the data used in
this study belongs to year 2010, and is obtained from BAT.

4.2. Application

This study analyzes the financial performances of Turkish deposit banks by using financial
ratios of the banks. For this aim, FAHP and TOPSIS methods are integrated. While FAHP



196 A. Celen

Table 2
Scales for pair-wise comparison.

Preferences in linguistic variables Preferences in numeric variables

Equal importance 1
Moderate importance 3
Strong importance 5
Very strong importance 7
Extreme importance 9
2,

Intermediate values if necessary 4,6,8

is used for determining the weights of main and sub-attributes in the light of opinions of
an expert group, the TOPSIS method is used for evaluating the performances of the banks.
To convert the different financial ratios into a comparable measurement unit, four different
normalization procedures which are described in Section 3.3 are used.

Although there are many types of financial ratios in the evaluation of banks’ perfor-
mances, evaluation results can vary according to the different ratios. A bank indicating a
high performance according to one ratio may have a very low performance according to
another ratio (Secme et al., 2009). For this reason, we tried to obtain the evaluations of the
expert group regarding the relative importance of all available financial ratios.? To deter-
mine the relative importance of two attributes, Saaty’ 1-9 scale (Saaty, 1980), illustrated
in Table 2, is employed.*

Financial ratios which are 29 in total are grouped under 6 main attributes. These main
attributes are Capital Ratios, Balance-Sheet Ratios, Assets Quality, Liquidity Ratios, Prof-
itability Ratios and Income-Expenditure Structure. The abbreviations denoting financial
attributes and their meanings are presented in Table 3. This table also includes the calcu-
lated weights for all main and sub-attributes in parentheses.

In constructing the triangular fuzzy numbers from the decision makers’ pair-wise com-
parison grades, we used respectively the minimum and maximum grades given by deci-
sion makers for the lower (/) and upper (#) bound of the relevant fuzzy number. As for
the most promising value of the fuzzy number, we used the arithmetic mean of the grades
given by decision makers. The pair-wise comparison matrix including the fuzzy numbers
calculated is presented in Table 4.

Then using the fuzzy numbers in comparison matrix, synthesis values respect to main
attributes calculated as in Eq. (4):

Scr = (15.33,28.15,42) ® (1/206.29,1/97.48, 1/28.51)
(0.0743,0.2888, 1.4733),

3The expert group consists of three decision makers. The first decision maker is selected from a state-
owned deposit bank while the second one is from private deposit bank. And the third one is an academician with
a considerable experience on banking.

4Here we only explained how the weights for main criteria are calculated. The explanations regarding sub-
criteria were not presented here, but may be provided upon request.
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Table 3
Hierarchy of the attributes set.
Attribute Explanation and calculated weight
CR Capital ratios (0.20)
CR1 Shareholders’ equity/(amount subject to credit + market 4 operational risk) (0.20)
CR2 Shareholders’ equity/total assets (0.21)
CR3 (Shareholders’ equity — permanent assets)/total assets (0.21)
CR4 Net on balance sheet position/total Shareholders’ equity (0.18)
CRS5 Net on and off balance sheet position/total Shareholders’ equity (0.20)
BR Balance-sheet ratios (0.06)
BRI TC assets/total assets (0.16)
BR2 TC liabilities/total liabilities (0.18)
BR3 FC assets/FC liabilities (0.17)
BR4 TC deposits/total deposits (0.15)
BR5 Total deposits/total assets (0.17)
BR6 Funds borrowed/total assets (0.17)
AQ Assets quality (0.20)
AQ1 Financial assets (net)/total assets (0.16)
AQ2 Total loans and receivables/total assets (0.17)
AQ3 Total loans and receivables/total deposits (0.17)
AQ4 Loans under follow-up (net)/total loans and receivables (0.16)
AQ5 Specific provisions/loans under follow-up (0.17)
AQ6 Permanent assets/total assets (0.17)
LR Liquidity ratios (0.19)
LR1 Liquid assets/total assets (0.43)
LR2 Liquid assets/short-term liabilities (0.28)
LR3 TC Liquid assets/total assets (0.29)
PR Profitability ratios (0.20)
PRI Net profit/losses/total assets (0.18)
PR2 Net profit/losses/total Shareholders’ equity (0.44)
PR3 Profit/losses before taxes after continuing operations/total assets (0.38)
1IE Income-expenditure structure (0.16)
1E1 Net interest income after specific provisions/total assets (0.19)
1E2 Net interest income after specific provisions/total operating income (0.20)
1E3 Non-interest income (net)/total assets (0.16)
1E4 Other operating expenses/total assets (0.12)
1ES Personnel expenses/other operating expenses (0.16)
1E6 Non-interest income (net)/other operating expenses (0.17)
Table 4
Fuzzy pair-wise comparison matrix.
CR BR AQ LR PR IE
CR (I,L,1) (7,833,9) (0.11,2.7,7) (0.11,5.37,9) (0.11,2.41,7) (7,8.33,9)
BR (0.11,0.12,0.14) (1,1, 1) (0.11,041,1) (0.11,041,1) (0.11,041,1)  (0.11,0.41, 1)
AQ (0.14,3.38,9) (1,6.33,9) (1,1, 1) (0.11,4.7,9) (0.11, 4.7,9) (1,5,9)
LR (0.11,3.08,9) (1,6.33,9) (0.11,3.1,9) (1,1, 1) (0.11,3.37,9)  (0.11,3.37,9)
PR (0.14,6.05,9) (1,6.33,9) (0.11,3.1,9) 0.11,3.37,9) (1,1, 1) (1,6.33,9)
IE (0.11,0.12,0.14)  (1,6.33,9) (0.11,0.44,1) (0.11,3.37,9) (0.11,041,1) (1,1,1)
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Sgr = (1.56,2.75,5.14)® (1/206.29, 1/97.48, 1/28.51)
= (0.0075, 0.0282, 0.1804),

Sap = (3.37,25.12,46) ® (1/206.29, 1/97.48, 1/28.51)
= (0.0163,0.2577, 1.6136),

Stk = (2.44,20.26,46) ® (1/206.29, 1/97.48, 1/28.51)
= (0.0118,0.2079, 1.6136),

Spr = (3.37,26.19,46) ® (1/206.29, 1/97.48, 1/28.51)
= (0.0163,0.2687, 1.6136),

Sie = (2.44,11.67,21.14)® (1/206.29, 1/97.48, 1/28.51)
= (0.0118,0.1197,0.7416).

By using Eq. (9), fuzzy numbers are compared:

V(Scr = Sgr) =1, V(Scr = Sag) =1, V(Scr = Sir) =1,
V(Scr = Spr) =1, V(Scr 2 Sip) =1, V(Spr = Scr) =0.29,
V(SBr = Sag) =0.42, V(Scr 2 SLr) =0.48, V(Scr = Spr) =041,

V(Scr = Sip) = 0.65, V(Sag 2 Scr) =0.98, V(Sap = Spr) =1,
V(Sag = Sir) =1, V(Sag = Spr) =0.99, V(Sag = Sip) =1,
V(SLr = Scr) =0.95, V(SLr = Spr) =1, V(SLr = Sag) =0.97,

V(SLr = Spr) = 0.96, V(Str = Sig) =1, V(Spr 2 Scr) =0.99,
V(Spr = Spr) =1, V(Spr > SAQ) =1, V(Spr = Str) =1,
V(Spr 2 Sig) =1, V(Sie 2 Scr) = V(Sie 2 Spr) =1,

V(Sie = Sap) =0.84, V(Sie = Str) = 0.89, V (Sie = Spr) =0.83.
Then, according to Eq. (11), priority weights are calculated:

d'(CR) =min(1,1,1,1,1) =1,

d'(BR) = min(0.29,0.42,0.48,0.41,0.65) = 0.29,
d'(AQ) =min(0.98, 1,1,0.99, 1) = 0.98,

d'(LR) =min(0.95, 1,0.97,0.96, 1) = 0.95,
d'(PR) =min(0.99,1,1,1,1)=0.99,

d'(IE) =min(0.8, 1,0.84,0.89,0.83) =0.8.
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Table 5
Total values of main attributes for model N1.

Banks CR BR AQ LR PR 1E

TC Ziraat Bankasi 0.158 0.443 0.259 0.304 0.372 0.269
Tiirkiye Halk Bankas1 0.085 0.253 0.218 0.149 0.396 0.285
Tiirkiye Vakiflar Bankasi 0.182 0.243 0.231 0.258 0.213 0.259
Akbank 0.211 0.223 0.387 0.405 0.305 0.293
Sekerbank 0.090 0.240 0.206 0.220 0.198 0.255
Tiirk Ekonomi Bankast 0.145 0.231 0.226 0.277 0.216 0.246
Tiirkiye Garanti Bankas1 0.192 0.225 0.223 0.340 0.326 0.290
Tikiye Is Bankasi 0.220 0.237 0.321 0.271 0.288 0.273
Yapi ve Kredi Bankasi 0.117 0.218 0.197 0.132 0.320 0.291
Denizbank 0.181 0.201 0.210 0.226 0.228 0.238
Finans Bank 0.025 0.224 0.228 0.271 0.303 0.260
HSBC Bank 0.049 0.198 0.202 0.375 0.167 0.253
ING Bank 0.075 0.212 0.223 0.234 0.088 0.206

When we normalize these priority weights of main attributes, we obtain the weight of
0.20 for Capital Ratios, 0.06 for Balance-Sheet Ratios, 0.20 for Assets Quality, 0.19 for
Liquidity Ratios, 0.20 for Profitability Ratios and 0.16 for Income-Expenditure Struc-
ture. Accordingly, Capital Ratios, Assets Quality and Profitability Ratios are seen almost
equally as the most important attribute while Balance-Sheet Ratios is evaluated as the
least important attribute.

After determining the weights of the all main and sub-attributes (financial performance
attributes), we proceed to the application of TOPSIS method. Financial performance at-
tributes are normalized by using the normalization procedures explained in Section 3.3.
In doing this, all sub-attributes — except BR6, AQ4, AQ6, IE4 and IES, are considered as
benefit attributes rather than cost attributes. After getting the normalized matrix, we multi-
ply each normalized value of sub-attributes with their weights according to Eq. (14). Then,
these weighted normalized values of sub-attributes under each main attribute are aggre-
gated, and Table 5 is obtained. At the end of application, the total values of main attributes
are multiplied by the weights of the main attributes (0.20, 0.06, 0.20, 0.19, 0.20, 0.16),
and total weighted values of main attributes (Table 6) are obtained.

After calculating total weighted values of main attributes, positive ideal solution (PIS)
and negative ideal solution (NIS) are determined by taking the maximum and minimum
values for each attribute according to Egs. (15) and (16):

PIS = {0.044, 0.026, 0.076, 0.077, 0.078, 0.047} maximum values,
NIS = {0.005, 0.011, 0.039, 0.025, 0.017, 0.033} minimum values.
Then, the distance of each bank from the positive ideal solution and negative ideal solution

with respect to each attribute is calculated by using Eqs. (17) and (18). Distances from
positive ideal solution and negative ideal solution are presented in Table 7.

5In the remaining of this section, we present explanations regarding only the application of the vector nor-
malization (N1) to save space. The explanations about the application of other normalization procedures may
be provided upon request.
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Table 6
Total weighted values of main attributes for model N1.
Banks CR BR AQ LR PR IE
TC Ziraat Bankasi 0.032 0.026 0.051 0.058 0.073 0.043
Tiirkiye Halk Bankas1 0.017 0.015 0.043 0.028 0.078 0.045
Tiirkiye Vakiflar Bankasi 0.036 0.014 0.045 0.049 0.042 0.041
Akbank 0.042 0.013 0.076 0.077 0.060 0.047
Sekerbank 0.018 0.014 0.040 0.042 0.039 0.041
Tiirk Ekonomi Bankas1 0.029 0.013 0.044 0.053 0.043 0.039
Tiirkiye Garanti Bankast 0.038 0.013 0.044 0.065 0.064 0.046
Tiirkiye Is Bankas1 0.044 0.014 0.063 0.051 0.057 0.043
Yap1 ve Kredi Bankasi 0.023 0.013 0.039 0.025 0.063 0.046
Denizbank 0.036 0.012 0.041 0.043 0.045 0.038
Finans Bank 0.005 0.013 0.045 0.051 0.060 0.041
HSBC Bank 0.010 0.011 0.039 0.071 0.033 0.040
ING Bank 0.015 0.012 0.044 0.044 0.017 0.033
Table 7
Distances from positive ideal solution and negative ideal solution for model N1.
Banks Distance Distance
from PIS from NIS
TC Ziraat Bankasi 0.034 0.073
Tiirkiye Halk Bankas1 0.066 0.064
Tiirkiye Vakiflar Bankasi 0.057 0.048
Akbank 0.022 0.086
Sekerbank 0.070 0.032
Tiirk Ekonomi Bankas1 0.057 0.045
Tiirkiye Garanti Bankas1 0.040 0.071
Tiirkiye Is Bankas1 0.038 0.067
Yap1 ve Kredi Bankasi 0.070 0.051
Denizbank 0.061 0.046
Finans Bank 0.060 0.051
HSBC Bank 0.069 0.049
ING Bank 0.084 0.022

Once the distances from positive ideal solution and negative ideal solution are deter-
mined, the closeness coefficients of utilities (CCj;) are calculated by Eq. (19). And finally,
according to the closeness coefficient values, the rankings of the banks are determined, as
presented in Table 8.

4.3. Consistency Search

In the way of searching consistency between financial performance results of our mod-
els, we were inspired from Bauer et al. (1998) setting the conditions of the consistency
between different performance estimation methods. According to Bauer et al. (1998) the
performance estimates from different approaches should be consistent in their efficiency
levels, rankings, and identification of best and worst firms, consistent over time and with
competitive conditions in the markets and consistent with standard non-frontier measures
of performance. Among these conditions, only four are found to be important with respect
to our study. These conditions can be expressed as follows:
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Table 8
Rankings of banks according to closeness coefficient values for model N1.
Ranking Banks Closeness
coefficient
1 Akbank 0.796
2 TC Ziraat Bankasi 0.682
3 Tiirkiye Garanti Bankasi 0.644
4 Tiirkiye Is Bankasi 0.640
5 Tiirkiye Halk Bankas1 0.492
6 Finans Bank 0.459
7 Tiirkiye Vakiflar Bankasi 0.458
8 Tiirk Ekonomi Bankas1 0.442
9 Denizbank 0.427
10 Yap1 ve Kredi Bankasi 0.423
11 HSBC Bank 0.417
12 Sekerbank 0.312
13 ING Bank 0.212
Table 9
Statistics of closeness coefficient values.
Statistic Model N1 Model N2 Model N3 Model N4
Mean 0.493 0.482 0.546 0.529
Standard deviation 0.159 0.163 0.224 0.217
Minimum 0.212 0.218 0.149 0.065
Maximum 0.796 0.805 0.825 0.858

Condition 1: Alternative models should generate performance measures which have
similar distributional properties such as means, standard deviations, minimum and
maximum values.

Condition 2: Alternative models should identify mostly the same banks as the “best
performers” and as the “worst performers”.

Condition 3: Alternative models should rank the banks mostly in the same order.
Condition 4: Alternative models should generate the same performance scores for
banks.

We ordered these consistency conditions according to their easiness to be fulfilled. In
other words, Condition 1 can be seen as the easiest condition while Condition 4 seems to
be the most difficult one.

Condition I: Statistics of performance measures generated from different models are tab-
ulated in Table 9. By just examining the relevant figures in this table, one cannot draw
healthy conclusions whether the performance measures from different models have similar
distributional properties. To test this condition statistically, we applied the Kolmogorov—
Smirnov test to the performance measures. According to the Kolmogorov—Smirnov test
statistics, illustrated in Table 10, performance measures generated from different models
are not statistically different from each other. In other words, all models seem to satisfy
the first consistency condition.
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Table 10
Kolmogorov—Smirnov test statistics.
Models D-value P-value
Model N1 — Model N2 0.31 0.57
Model N1 — Model N3 0.38 0.29
Model N1 — Model N4 0.31 0.57
Model N2 — Model N3 0.38 0.29
Model N2 — Model N4 0.31 0.57
Model N3 — Model N4 0.23 0.88
Table 11
The best and the worst performers.
Ranking Model N1 Model N2 Model N3 Model N4
1 Akbank Akbank Tiirkiye Garanti Finans Bank
Bankasi
2 TC Ziraat Tiirkiye Garanti Akbank HSBC Bank
Bankasi Bankasi
3 Tiirkiye Garanti TC Ziraat Tiirkiye Is Tiirkiye Halk Bankas1
Bankasi Bankasi Bankasi
11 HSBC Bank Denizbank HSBC Bank Tiirkiye Vakiflar
Bankasi
12 Sekerbank Sekerbank Denizbank Tiirkiye Is Bankasi
13 ING Bank ING Bank ING Bank Denizbank

Condition 2: To evaluate whether the same banks can be determined as the “best perform-
ers” and as the “worst performers” in different models, we examined the banks having the
highest three and the lowest three performance scores, which are illustrated in Table 11.
The most striking observation from this table is that model N4 identified completely dif-
ferent banks as best and worst performers in comparison to the other models. As for this
condition, the other three models (model N1, model N2 and model N3) can generate rather
consistent results. For example, ING Bank is identified as the worst performer in all three
models, while Akbank and Tiirkiye Garanti Bankasi are located among the best three per-
formers according to these models. Therefore, all alternative models — except model N4
seem to satisfy the second condition.

Condition 3: To see whether alternative models should rank the banks in the same order,
we firstly ranked all banks according to their performance scores. The rankings of the
banks in different models are presented in Table 12. Then, Pearson correlations test is
applied to the rankings generated from different models. The result of the correlations test
can be seen from Table 13. Accordingly, the correlations among the first three alternative
models (model N1, model N2 and model N3) are high. Especially mutual consistency
between model N1 and model N2 is found to be very high. In contrast, no correlation can
be detected between model N4 and the remaining models. Thus, one may safely claim that
the model N1, model N2 and model N3 rank the banks in a similar order and fulfill the
third condition, while the model N4 fails to fulfill this condition.
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Table 12
Rankings according to alternative normalization methods.
Banks Model N1 Model N2 Model N3 Model N4
TC Ziraat Bankasi 2 3 4 9
Tiirkiye Halk Bankas1 5 7 8 3
Tiirkiye Vakiflar Bankas1 7 8 5 11
Akbank 1 1 2 8
Sekerbank 12 12 9 4
Tiirk Ekonomi Bankas1 8 9 7 10
Tiirkiye Garanti Bankas1 3 2 1 6
Tiirkiye Is Bankas1 4 4 3 12
Yap1 ve Kredi Bankasi 10 10 6 5
Denizbank 9 11 12 13
Finans Bank 6 5 10 1
HSBC Bank 11 6 11 2
ING Bank 13 13 13 7
Table 13
Correlations between rankings of alternative models.
Model N1 Model N2 Model N3 Model N4

Model N1 1.00 0.90 0.80 —0.21
Model N2 1.00 0.74 0.03
Model N3 1.00 —0.27
Model N4 1.00

Condition 4: This condition requires that alternative models should generate the same per-
formance scores. Similar to the previous ranking consistency, using Pearson correlations
test, we examined the correlations between performance scores of the banks in different
models. Performance scores of the alternative models are tabulated in Table 14, while the
relevant correlation statistics are illustrated in Table 15. As can be seen from Table 15, the
consistency among the first three models (model N1, model N2 and model N3) continues
with respect to the fourth condition. In addition, we observe an almost perfect correlation
between performance scores of the model N1 and model N2. In contrast, model N4 gen-
erates almost irrelevant performance scores for banks. As a result, the fourth consistency
condition is fulfilled by all models — except model N4.

5. Conclusion

In this study, we aimed to determine the effects of different normalization procedures on
decision outcomes of a given MADM method. In other words, the suitability of a spe-
cific normalization procedure for a given MADM method was searched. For this aim, we
applied FAHP and TOPSIS methods to assess the financial performances of 13 Turkish
deposit banks. In FAHP, three decision makers selected made pair-wise comparisons for
main (6 in total) and sub-attributes (29 in total). Then, by taking into account the trian-
gular fuzzy numbers generated from these pair-wise comparisons, the weights of main
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Table 14
Closeness coefficient values according to alternative normalization methods.
Banks Model N1 Model N2 Model N3 Model N4
TC Ziraat Bankasi 0.682 0.630 0.732 0.446
Tiirkiye Halk Bankas1 0.492 0.476 0.595 0.696
Tiirkiye Vakiflar Bankas1 0.458 0.409 0.669 0.379
Akbank 0.796 0.805 0.786 0.545
Sekerbank 0.312 0.302 0.506 0.681
Tiirk Ekonomi Bankast 0.442 0.397 0.603 0.417
Tiirkiye Garanti Bankas1 0.644 0.692 0.825 0.572
Tiirkiye Is Bankas1 0.640 0.555 0.750 0.257
Yap1 ve Kredi Bankasi 0.423 0.394 0.618 0.632
Denizbank 0.427 0.357 0.230 0.065
Finans Bank 0.459 0.539 0.363 0.858
HSBC Bank 0.417 0.496 0.275 0.776
ING Bank 0.212 0.218 0.149 0.547
Table 15
Correlations between closeness coefficient values of alternative models.
Model N1 Model N2 Model N3 Model N4
Model N1 1.00 0.95 0.78 —0.18
Model N2 1.00 0.68 0.10
Model N3 1.00 —0.10
Model N4 1.00

and sub-attributes are calculated. In the TOPSIS stage, first of all, the decision matrix was
formed, and then four different TOPSIS models were generated by help of four different
normalization procedures (1 non-linear normalization procedure (vector normalization)
and 3 linear normalization procedures (max—min, max and sum)). Then, positive ideal
solution and negative ideal solution were defined, and the distance of each bank from pos-
itive ideal solution and negative ideal solution was calculated. According to the closeness
coefficients which are calculated from distances from positive ideal solution and negative
ideal solution, the financial performance ranking of the banks was determined in each al-
ternative TOPSIS model. And finally, we compared the financial performance results of
the alternative models based on different normalization procedures by using the consis-
tency conditions set by Bauer et al. (1998).

According to the results of FAHP method, Capital Ratios, Assets Quality and Prof-
itability Ratios were seen almost equally as the most important attributes. On the other
hand, Balance-Sheet Ratios was evaluated as the least important attribute. As for the con-
sistency between financial performance results of alternative models, the non-linear nor-
malization procedure (vector normalization) and two of the linear normalization proce-
dures (max—min and max) generated rather consistent results. The consistency conditions
of Bauer et al. (1998) are satisfied by the models generated from these three normaliza-
tion procedures. In contrast, the remaining linear normalization procedure (sum) generated
rather irrelevant performance results, and thus failed to satisfy the consistency conditions.
In other words, our study justified the use of vector normalization procedure with the
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TOPSIS method. This finding is line with Chakraborty and Yeh (2009). It has been also
shown that two linear normalization procedures (max—min and max) are possible alterna-
tives to the vector normalization procedure.

It is certainly true that result of a given MADM method will be more reliable when its
decision outcome does not vary significantly depending on the normalization procedure
used. In the light of the limited number of comparative studies in the literature, normaliza-
tion procedures may affect the decision outcome of a MADM method. Thus, we strongly
suggest the application of a given MADM method with different normalization procedures
instead of relying on just one normalization procedure by default.
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Normalizavimo metody lyginamoji analizé TOPSIS metodu: Turkijos
banko indéliy rinkos tyrimas

Aydin CELEN

Tyrime jvertintas normalizavimo metodo efektas sprendimo rezultatui, taikant parinkta MADM me-
todg. Siam tikslui pasiekti, rodikliy reik§mingumy nustatymui taikytas FAHP metodas. 13 Turkijos
banky indéliy finansiniy charakteristiky vertinimui pasirinktas TOPSIS metodas. Tikslui pasiekti
taikyti vieni i§ populiariausiy keturi normalizavimo metodai. Tyrimai parodé, kad vektorinio norma-
lizavimo metodas, kuris yra daugiausiai taikomas kartu su TOPSIS metodu, pateikia nuosekliausius
rezultatus. Tiesinio normalizavimo metodai maks—min ir max yra alternatyviis metodai vektoriniam
normalizavimo metodui.



