
INFORMATICA, 2005, Vol. 16, No. 1, 3–18 3
 2005Institute of Mathematics and Informatics, Vilnius

Probabilistic Argumentation Systems with Decision
Variables

Bernhard ANRIG
Berne University of Applied Sciences, School of Engineering and Information Technology
CH–2501 Biel, Switzerland
e-mail: bernhard.anrig@hti.bfh.ch

Dalia BAZIUKAIT Ė
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Abstract. The general concept of probabilistic argumentation systems PAS is restricted to the two
types of variables: assumptions, which model the uncertain part of the knowledge, and proposi-
tions, which model the rest of the information. Here, we introduce a third kind into PAS: so-called
decision variables. This new kind allows to describe the decisions a user can make to react on some
state of the system. Such a decision allows then possibly to reach a certain goal state of the sys-
tem. Further, we present an algorithm, which exploits the special structure of PAS with decision
variables.*
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1. Introduction

The concept of probabilistic argumentation systems PAS has been used for dealing with
problems in different contexts and several examples from a wide spectrum have been
treated (Anriget al., 1999; Haenniet al., 2000; Kohlaset al., 2000). Lately, Anrig
& Kohlas (Anrig and Kohlas, 2002a) have considered the relation between reliability
(Kohlas, 1987; Beichelt, 1993) and model-based diagnostics (Anrig, 2000; Kohlaset al.,
1998) on the basis of PAS. In this environment, the attention was brought to a small but
very interesting example (cf. Section 2). Although the theory of PAS was able to com-
pute the required result for this example, this was only possible after a quite sophisticated
modelization of the knowledge. Yet it turns out that there is a more elegant and natural
way.

Inspired from this example, we have extended the concept of PAS withdecision vari-
ables. Consider the situation where we have modeled a system using a PAS(P, Σ) and the

* Some results related with this paper were published in (Anrig and Baziukaitė, 2003a).
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elements of the setA ⊆ P are the indicator variables of the components of the system. A
requirementδ describes the expected behaviour of the system, typically its desired input-
output relations. We are now interested in computing those system states which allow to
deduce the requirementδ. Anrig & Kohlas (Anrig and Kohlas, 2002) have shown that
those system states are just the supporting scenarios ofδ. This is a well known problem
in PAS.

Now consider that given a system state, the users can themselves set the values of
some decision variables in order to guarantee the requirement. The interesting system
states are now those for which the users can find at least one settings of “their” variables
under which the requirement imposed on the system can be fulfilled. This can be seen
as a game with two players, say nature against a user. Nature makes the first move and
the user the second. If the requirement is fulfilled, the user wins (as the system is up),
otherwise not.

For computing results for this generalized version of PAS, the original methods of a
PAS can be applied followed by a post-processing. This is also addressed in (Anrig and
Baziukaiṫe, 2003a). Yet this proves to be inefficient and a new approach is proposed.

Section 2 presents an introductory example. In Section 3 the general theory of argu-
mentation systems is introduced; in Section 4, this is generalized to argumentation and
decision systems. Section 5 discusses then the computational theory and introduces a new
algorithm.

2. An Example: Energy Distribution System

EXAMPLE 1. The function of an electrical power distribution system as depicted in Fig. 1
is to supply a high-tension lineL3 from one of two incoming high-tension linesL1
andL2 over the busA1 (Frey and Reichert, 1973; Kohlas, 1987). The linesL1 , L2 , and
L3 are protected by corresponding high-tension switchesS1 , S2 , andS3 . In case of a

Fig. 1. Example of an energy distribution system.
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broken switch it is possible to redirect the electric current on a second busA2 which is
protected by another high-tension switchS4 . The corresponding switchesT1 , T2 , and
T3 can only be operated under no tension.

The energy distribution system is considered to be operating ifL3 is linked toL1 or
L2 over at least twoprotecting high-tension switchesSi (i = 1, . . . , 4). The problem
is to determine the availability of an operating system. The lines are modeled by the
corresponding binary propositions with the same name, e.g.,L1 means that the lineL1
is under tension, whereas¬L1 means that it is not. A switch can be closed (e.g.,S1 ) or
open (e.g.,¬S1 ) and furthermore it can be in its correct working mode (e.g.,okS1 ) or
faulty (e.g.,¬okS1 ). For the working modes we have probabilistic information available:

p(okSi) = 0.95, p(okTi) = 0.97, p(okAi) = 0.99. (1)

The energy can pass through a switch only if the switch is closed. If a switch is not intact,
then it cannot be closed. So every switch can be modeled by the two logical formulas,
where the second formula has always the formif switchx is closed, then there is power
on both lines or points specified on the right-hand side or on none of them:

¬okS1 → ¬S1 , S1 → (L1 ↔ P1 ),
¬okT1 → ¬T1 , T1 → (L1 ↔ P5 ),
¬okS2 → ¬S2 , S2 → (L2 ↔ P3 ),
¬okT2 → ¬T2 , T2 → (L2 ↔ P7 ),
¬okS3 → ¬S3 , S3 → (P2 ↔ L3 ),
¬okT3 → ¬T3 , T3 → (P6 ↔ L3 ),
¬okS4 → ¬S4 , S4 → (P4 ↔ P8 ).

(2)

The different connection points to the buses are modeled by the propositionsP1 to P8 ; if
the bus is working correctly, then either there is power on all of the respective connection
points or on none of them:

okA1 →
(
(P1 ∧ P2 ∧ P3 ∧ P4 ) ∨ (¬P1 ∧ ¬P2 ∧ ¬P3 ∧ ¬P4 )

)
(3)

okA2 →
(
(P5 ∧ P6 ∧ P7 ∧ P8 ) ∨ (¬P5 ∧ ¬P6 ∧ ¬P7 ∧ ¬P8 )

)
(4)

An important part of the model is the fact that only one ofT1 , T2 andT3 is allowed to
be closed at the same time, because otherwise there is no protection between the corre-
sponding lines:

¬(T1 ∧ T2 ), ¬(T1 ∧ T3 ), ¬(T2 ∧ T3 ). (5)

Until now, we have specified different things:

• propositions whose values are set by nature:

A = {okS1 , okS2 , okS3 , okS4 , okT1 , okT2 , okT3 , okA1 , okA2}, (6)
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• propositions whose values are (or may be) set by the user (under some restric-
tions):

D = {S1 ,S2 ,S3 ,S4 ,T1 ,T2 ,T3}, (7)

• other propositions:U = {P1 , . . . ,P8},
• knowledge about the system in form of logical sentences.

Consider now the requirement that given power at the input linesL1 and L2 the
line L3 is really supplied. We will formulate this by the logical formulaδ = L1 ∧L2 →
L3 .

There are two main problems: the first one is to compute a (logical) description of
those system states, where the user can react so that the requirementδ is fulfilled. Second,
for every system state we want to have a description of possible decisions of the user (so
that the requirementδ is fulfilled). In the rest of this paper we will discuss solutions to
both problems.

Clearly, in reliability theory this very example has been treated successfully: this
means that for example in (Kohlas, 1987), the path sets have been determinedby handand
only then based on this information, the reliability function has been computed. Here, we
will show how the structure function can be derived directly from the logical description
of the system.

3. Argumentation Systems

Probabilistic assumption-based argumentation systems have been developed as general
formalisms for expressing uncertain and partial knowledge and information in artificial
intelligence. They combine in an original way logic and probability. Logic is used to
derive arguments and probability serves to compute the reliability of these arguments.
These systems can be used for example for model-based diagnostics as has been shown
in (Anrig, 2000; Kohlaset al., 1998).

Argumentation systems can be based on different logics. For the sake of simplic-
ity we limit ourselves here to the case of propositional logic. In this section we give a
short introduction into propositional probabilistic argumentation systems (Haenniet al.,
2000; Kohlaset al., 1998; Anriget al., 1999). Note that such systems have been imple-
mented in a system called ABEL, Assumption-Based Evidential Language (Anriget al.,
1999), which is available on the internet (http://diuf.unifr.ch/tcs/abel),
and which can be used to compute results of the examples of this paper as well as of
other problems.

3.1. Basic Definitions

Propositional logic deals with declarative statements that can either be true or false. Such
statements are calledpropositions. Let P = {p1, . . . , pn} be a finite set of propositions.
The symbolspi ∈ P together with� (tautology) and⊥ (falsity), are calledatomsor
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atomic formulas. Compound formulas are built by usual syntactic rules (using the con-
nectors¬, ∧, ∨, →, and↔).

The setLP of all formulas is calledpropositional languageoverP . A formulaγ ∈ LP

is also called apropositional sentence. A literal is either an atompi or the negation of
an atom¬pi. A term is a conjunction of literals, and aclauseis a disjunction of literals.
Usually we will consider onlyproperterms and clauses, where every atom occurs at most
once in a term or a clause, either positive of negative, and neither� nor ⊥ does occur.
Additionally, we say that� is a (empty) proper term and⊥ a (empty) proper clause.
The set of all proper terms is denoted byCP ⊆ LP , and the set of all proper clauses by
DP ⊆ LP .

A clause (and similarly a term) is interpreted also as a set of its literals; this allows
to simplify the notations and algorithms. So for example for termsα, α′ ∈ LP , we have
α ⊆ α′ if and only if α′ = α ∧ β for someβ ∈ LP . As a special case,⊥ ⊆ α ⊆ �
for every clauseα and⊥ ⊇ β ⊇ � for every termβ. If we want to emphasize the
interpretation as a set, we writelit(β). Note thatlit(¬β) for a termβ is the set of literals
of the clause¬β. For a set of formulasX we define¬X = {¬ζ : ζ ∈ X}.

NP = {0, 1}n denotes the set of all2n different interpretations relative toP The
set of all models ofγ is denoted byNP (γ) ⊆ NP . A propositional sentenceγ entails
another sentenceδ (denoted byγ |= δ) if and only if NP (γ) ⊆ NP (δ). Sometimes, it is
convenient to writex |= γ instead ofx ∈ NP (γ). Furthermore, two sentencesγ andδ

arelogically equivalent(denoted byγ ≡ δ), if and only if NP (γ) = NP (δ).

3.2. Propositional Argumentation Systems

Consider a finite setP = {p1, p2, . . . , pm} of propositions. We consider a fixed set of
formulasΣ ⊆ LP called theknowledge base, which models the information available;
sets of formulas are interpreted conjunctively, i.e.,Σ =

∧
{ξ ∈ Σ}. We assume that this

knowledge base is satisfiable.

DEFINITION 1. A propositional argumentation system PAS is a tuple(P, Σ) where
P is a set of literals andΣ ⊆ LP a set of formulas.

Note that in the present formulation (and opposed to previous work on PAS, e.g.,
(Haenniet al., 2000; Anriget al., 1999)), we do not explicitly single out the assumptions,
but allow them to vary from one situation to another (cf. below). This does not contradict
the initial idea about argumentation system. Often, it is clear from the beginning which
propositions are assumptions and which ones are not. Yet from the users perspective it is
interesting to switch the type of variables from assumptions to propositions or vice versa
in the development of a model. Further we will see in Section 4 that this can also be
interesting for answering even more general questions.

DEFINITION 2. Consider a PAS(P, Σ) and a subset ofassumptions A ⊆ P . For a
hypothesish ∈ LP we define
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Inconsistent Scenarios: CSs
AΣ) = {s ∈ NA : s, Σ |= ⊥}

Quasi-Support Set: QSs
A(h, Σ) = {s ∈ NA : s, Σ |= h}

Support Set: SP s
A(h, Σ) = QSs

A(h, Σ) − QSs
A(⊥, Σ)

Plausible Set: PLs
A(h, Σ) = NA − QSs

A(¬h, Σ)

The elements ofNA are calledscenariosor system states. Inconsistent scenarios are
in contradiction with the knowledge base and therefore to be considered as excluded by
the knowledge.CSs

A is also called conflict set. Supporting scenarios for a formulah are
scenarios, which, together with the knowledge base implyh and are consistent with the
knowledge. So, under a supporting scenario, the hypothesish is true. Possible scenarios
for h are scenarios, which do not imply¬h and thereby do not refuteh. Quasi-supporting
scenarios are important especially for technical reasons.

3.3. Logical Representation

Scenarios are the basic concepts of assumption-based reasoning. However, sets of in-
consistent, quasi-supporting, supporting and possible scenarios may become very large.
Therefore, more economical, logical representations of these sets are needed. For this
purpose, the following concepts are defined:

DEFINITION 3. Consider a PAS(P, Σ), a set of assumptionsA ⊆ P and a hypothesis
h ∈ LP , then we call:

Conflicts: α ∈ CA such thatNA(α) ⊆ CSs
A(Σ)

Quasi-Supporting Argument for h: α ∈ CA such thatNA(α) ⊆ QSs
A(h, Σ)

Supporting Argument for h: α ∈ CA such thatNA(α) ⊆ SP s
A(h, Σ)

Possible Argument for h: α ∈ CA such thatNA(α) ⊆ PLs
Ah, Σ)

We defineQSA(h, Σ), SPA(h, Σ), andPLA(h, Σ) = SP c
A(¬h, Σ) to be the sets

of quasi-supporting, supporting and possible arguments forh, respectively.QS(⊥, Σ)
denotes then the set of conflicts. These sets are all upward closed, e.g., ifα ∈ SPA(h, Σ)
then everyα′ ⊃ α is also inSPA(h, Σ).

A conjunctionα is a minimal element of a set of conjunctions if for every conjunction
α′ of this set satisfyingα′ ⊆ α we haveα = α′. The sets of arguments defined above are
already determined by theirminimalelements. In general for an upward closed setS of
conjunctions (or clauses),µS denotes the set of minimal elements ofS.

3.4. Probabilistic Argumentation Systems

On top of the structure of a propositional argumentation systems, we may easily add a
probability structure. We assume that there is a probabilityp(ai) = pi for every assump-
tion ai ∈ A given. Assuming stochastic independence between assumptions, a scenario
s = (s1, . . . , sn) gets the probability

p(s) =
n∏

i=1

psi
i (1 − pi)1−si . (8)
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This induces a probability measurep on the languageLA, p(f) =
∑

{p(s) : s ∈ NA(f)}
for f ∈ LA. A tuple (Σ, A, P,Π) with Π = (p1, . . . , pn) is then called aprobabilistic
(propositional) argumentation system PAS.

More generally, any probability measurep on LA (or more rigorously onNA) can
be used. The local structure described above is just a very convenient but also frequent
special case, yet there are other local structures which can be used.

Once we have such a probability structure on top of a propositional argumentation
system, we can exploit it to compute likelihoods (or in fact, reliabilities) of supporting
and possible arguments for hypothesesh. First, we note, that the knowledge baseΣ im-
poses that we eliminate the inconsistent scenarios and condition the probability on the
consistent ones. In other words,Σ is an event that restricts the possible scenarios to the
setNA − CSs

A(Σ), hence their probability has to be conditioned on the eventΣ. This
conditional probability is defined by

p′(s) =
p(s)

1 − p(QSA(⊥, Σ))
.

for consistent scenarioss. p(QSA(h, Σ)) = dqsA(h) is the so-called degree of quasi-
support forh. The degree of supportdspA for hypothesesh is defined by

dspA(h) = p′(µSPA(h, Σ)) =
dqsA(h, Σ) − dqsA(⊥, Σ)

1 − dqsA(⊥, Σ)
.

This result explains the technical importance of quasi-support. It is sufficient to com-
pute degrees of quasi-supports. Further, we obtain the degree of plausibility ofh i.e.,
dpsA(h) = 1 − dspA(¬h). For some information about computing these probabilities
see Section 5.3.

Note that the degree of quasi-supportdqsA(h) of h corresponds in fact to unnormal-
ized belief, the degree of support to normalized belief in the Dempster–Shafer theory of
evidence (Shafer, 1976; Kohlas and Monney, 1995; Haenniet al., 2000).

4. Argumentation and Decision Systems

The concept of a PAS allows that the user can compute symbolical and numerical argu-
ments for and against any hypotheses he likes, but it does not allow to include actions
of the user. The introductory Example 1 is a typical situation where in some cases addi-
tional user interaction allows to fulfill a specified requirement. Hence we will incorporate
a limited range of user actions (or better: possible user actions) into our system. In the
sequel, we will especially look at the situation when the user makes areaction with re-
spect to some previous action of “nature”, in the sense that given some components are
functioning, he selects which ones of these components should do the job.
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4.1. Propositional Argumentation and Decision Systems

Consider a PAS(P, Σ) and a set of assumptionsA ⊆ P . A subset of variablesD ⊆ P

is singled out. This setD contains all those variables which can be set by the user. The
idea is that given the knowledge baseΣ, the variables specified byA are set without any
possible intervention of the user, i.e., these are the variables set by nature or an enemy.
The user cannot influence them. Yet after these variables are set, the user can set the values
of the variables specified byD and try to deduce there with some hypothesish ∈ LP .
More precisely: given the setting of the variables inA, is there always a possibility for
the user to select a setting of the variables inD so that together with the knowledgeΣ
these settings are not contradictory and imply the hypothesish?

DEFINITION 4. A propositional argumentation and decision system
PADS is a tuple(P, D,Σ) with D ⊆ P , andΣ ⊆ LP . A scenariod ∈ ND is called
a user decision.

We assume that the propositions inD can directly be influenced by the user, whereas
the other propositions cannot. Especially the assumptions, i.e., a specified setA ⊆ P−D,
cannot be influenced by the user but only by nature. Here we will consider the situation
whereA ∩ D = ∅, i.e., there are no propositions which can be influenced directly by
nature as well as by the user.

Formalizing the ideas from above, we are now interested in the following scenarios
given a hypothesish ∈ LP and a set of assumptionsA ⊆ P − D:

{s ∈ NA : There is ad ∈ ND s.t.s,d, Σ |= h ands,d, Σ �|= ⊥} (9)

In the special case when there are no decidable variables,D = ∅, the problem above is
just the problem of computing the supportSP s

A(h, Σ) of the hypothesish (considered as
an ordinary hypothesis). Therefore we re-use the same notation for the set (9):

DEFINITION 5. Theset of supporting scenarios SP s
A(h, Σ; D) of a hypothesish with

respect to the decision variables inD is defined as

SP s
A(h, Σ; D) (10)

= {s ∈ NA : There is ad ∈ ND s.t.s,d, Σ |= h ands,d, Σ �|= ⊥}

For every supporting scenario, i.e., for every setting of the variables inA chosen by
nature, the users can find at least one setting of their variables inD, i.e., those which
can be changed by them, so that the knowledge based together with these settings al-
low to deduce the hypothesish, but at the same time are not contradictory. Clearly,
SP s

A(h, Σ; ∅) = SP s
A(h, Σ).

EXAMPLE 2. The information modeled in Example 1 is already in the form of a PADS,
namely we have defined the assumptionsA (see (6)) and the decision variablesD (see
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(7)). There are some further variablesU = {P1 , . . . ,P8}. The knowledge about the
system has been modeled using several logical formulas in Equations (2) to (5), which
together specifyΣ.

These ingredients form the PADS(P, D,Σ) with P = D ∪ U ∪ A.
For the hypothesisδ = L1 ∧ L2 → L3 the following supporting scenarios can be

computed:

SPA(δ, Σ; D) =




(1, ∗, 1, ∗, ∗, ∗, ∗, 1, ∗), (∗, 1, 1, ∗, ∗, ∗, ∗, 1, ∗),
(1, ∗, ∗, 1, ∗, ∗, 1, 1, 1), (∗, 1, ∗, 1, ∗, ∗, 1, 1, 1),
(∗, ∗, 1, 1, 1, ∗, ∗, 1, 1), (∗, ∗, 1, 1, ∗, 1, ∗, 1, 1)


 (11)

Here, the assumptions are ordered as in (6) and a star “∗” signifies that either a0 or
a 1 can be inserted in the place. This gives finally a total of 170 supporting scenarios.
For example, the scenarios = (1, 0, 1, 0, 0, 0, 0, 1, 0) ∈ SP s

A(δ, Σ; D) states that only
the switchesS1 andS3 are working correctly together with the busA1 and indeed this
scenario allows the user to take a specific action (namely close the switches which work
correctly) so that the requirement is fulfilled.

Lemma 1. SP s
A(h, Σ; D) is monotone inD, i.e., for everyD′ ⊆ D we have

SP s
A(h, Σ; D′) ⊆ SP s

A(h, Σ; D).2

Several results from support functions (cf. Theorem 2.2 in (Haenniet al., 2000)) can
be restated for the present case. However, note the set inclusion instead of equality in
point (3) below.

Lemma 2. If h1, h2 are sentences inLP then

(1) SP s
A(⊥, Σ; D) = ∅.

(2) SP s
A(�, Σ; D) = CSs

A(Σ).
(3) SP s

A(h1 ∧ h2, Σ; D) ⊆ SP s
A(h1, Σ; D) ∩ SP s

A(h2, Σ; D).
(4) SP s

A(h1 ∨ h2, Σ; D) ⊇ SP s
A(h1, Σ; D) ∪ SP s

A(h2, Σ; D).
(5) h1 |= h2 impliesSP s

A(h1, Σ; D) ⊆ SP s
A(h2, Σ; D).

4.2. Decisions Depending on System States

The second question which has been raised in the introductory example was: given a
system state which decision can be taken by the user? Given a PADS, this can be answered
using the following concept:

DEFINITION 6. Theset of supporting decisions SDs
A(h, Σ; D) of a hypothesish with

respect to the decision variables inD is defined as

SDs
A(h, Σ; D) = {(s,d) ∈ NA × ND : s,d, Σ |= h ands,d, Σ �|= ⊥}

2For proofs of all lemmas see (Anrig and Baziukaitė, 2003).
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A supporting decision(s,d) ∈ SDs
A(h, Σ; D) specifies first a system states and a

corresponding decisiond which can be taken by the user in order to fulfill the hypothesis
h. For a system state, there may be several possible decision, hence this is not an optimal
representation.

4.3. Logical Representation

Analog to the case of ordinary PAS, we define the notion of argument for a PADS.

DEFINITION 7. Consider a PADS(P, D,Σ), a set of assumptionsA ⊆ P − D and a
hypothesish ∈ LP , then we callα ∈ CA a supporting argument for h if and only
if NA(α) ⊆ SP s

A(h, Σ; D). The set of supporting arguments for h is denoted by
SPA(h, Σ; D). As in the case of PAS, sets of supporting arguments are upward closed.
HenceµSPA(h, Σ; D) denotes the corresponding set of minimal arguments.

DEFINITION 8. Similarly, we callα ∈ CA∪D a supporting decision (argument) for h

if and only if NA∪D(α) ⊆ SDs
A(h, Σ; D). Theset of supporting decision (arguments)

for h is denoted bySDA(h, Σ; D); this set is upward closed. HenceµSDA(h, Σ; D) is
the corresponding set of minimal ones.

EXAMPLE 3. A logical version of the supporting arguments is more readable:

µSPA(h, Σ; D) =




okA1 ∧ okS1 ∧ okS3 ,

okA1 ∧ okS2 ∧ okS3 ,

okA1 ∧ okA2 ∧ okS1 ∧ okS4 ∧ okT3 ,

okA1 ∧ okA2 ∧ okS2 ∧ okS4 ∧ okT3 ,

okA1 ∧ okA2 ∧ okS3 ∧ okS4 ∧ okT1 ,

okA1 ∧ okA2 ∧ okS3 ∧ okS4 ∧ okT2




(12)

These six formulas represent indeed the result expected from reliability theory, i.e., they
determine the structure function of the example. The formulas corresponds to the six
minimal paths given in (Kohlas, 1987).

4.4. Probabilistic Argumentation and Decision Systems

So far we have only been concerned with symbolical results. However, given the numeri-
cal information we can weigh the arguments and compute – for example – the reliability.
Along similar lines as in the case of PAS (cf. Section 3.4), we introduce probabilities into
the framework of PADS. Using the same notation, we define the degree of supportdspA

for hypothesesh by

dspA(h, Σ; D) = p′(µSPA(h, Σ; D)) =
p(µSPA(h, Σ; D))

1 − p(µQSA(⊥, Σ))
. (13)
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In the case of PAS, such a probability can be computed directly using the concept of
Dempster–Shafer belief functions (Haenni and Lehmann, 2003; Haenni and Lehmann,
2001) with local computations (cf. Section 5.3). It is not yet clear if and how this approach
can be extended to PADS.

5. Computation

Consider a PADS(P, D,Σ) and a set of assumptionsA ⊆ P−D. In this section we focus
on the problem of computing the set of minimal arguments for a hypothesish ∈ LP .

5.1. Arguments

Clearly, the computation of a compact representation of the supporting scenarios and the
supporting decisions is a key point. We re-use here the well-developed concepts from
PAS. First, we have to introduce the concept of projection w.r.t. conjunctions. Consider a
conjunctionα ∈ CP . The projectionα↓P ′

of α to the subsetP ′ ⊆ P means to eliminate
all literals outsideP ′ from the conjunction. The projection of a set of formulasS ⊆ CP

to P ′ is computed using the projection of every element,S↓P ′
= {α↓P ′

: α ∈ S}.3

For a discussion of the computation of minimal arguments in PAS see Section 5.3 and
(Haenniet al., 2000; Kohlaset al., 1999). For the computation of arguments in a PADS,
we can use the techniques of computing arguments in PAS by changing temporarily the
type of some variables:

Lemma 3. NA(SPA(h, Σ; D)) = NA((SPA∪D(h, Σ))↓A).

The lemma above is stated on the level of scenarios. If we try to lift it up to the level
of arguments, we can only prove the following result:

Lemma 4. SPA(h, Σ; D) ⊇ (SPA∪D(h, Σ))↓A.

This means that the corresponding PAS allows to compute only a subset of the sup-
porting arguments for the PADS, yet the “missing ones” are included in larger arguments:

COROLLARY 1. For everyα ∈ SPA(h, Σ; D) there is aα′ ∈ (SPA∪D(h, Σ))↓A so that
α ∧ β = α′ for someβ ∈ CA.

Hence from PAS, essentially a correct logical representation of the support in PADS
can be computed; however, some arguments might be missing. The same situation arises
in the computation of arguments in PAS, and the use of the operatorConsA for computing
all arguments is discussed in (Haenniet al., 2000). These results can be applied to our
situation.

3Note that this operation denotes the projection; this is different from variable elimination (Haenniet al.,
2000) also known as variable forgetting!
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DEFINITION 9. The operatorConsA is defined on a set of conjunctionsC as follows,
with A = {a1, . . . , an}:

ConsA(C) = ¬(Consa1(Consa2(· · · (Consan(¬C)) · · ·))) (14)

andConsa is the set of all resolvents with respect to the assumptiona, i.e.,Consa(Ξ) =
Ξ ∪ {ρ(ξ, ξ′) : ξ, ξ′ ∈ Ξ} for a set of clausesΞ andρ as in (Haenniet al., 2000).

Note that the definition is unambiguous since the order of the assumptionsa1 to an in
(14) does not matter (Haenniet al., 2000). The order however is crucial for the efficiency
of computations (see also Section 5.3).

Lemma 5. SPA(h, Σ; D) = ConsA(SP[A∪D(h, Σ))↓A) and therefore we have also
µSPA(h, Σ; D) = µConsA((µSPA∪D(h, Σ))↓A).

Note that the negation applied to a set of conjunctions means to apply the negation
to every conjunction in the set, which results in a set of clauses, and vice versa. The
set of supporting argumentsµSPA∪D(h, Σ) can be computed fromµQSA∪D(h, Σ) and
µQSA∪D(⊥, Σ) (Haenniet al., 2000) as follows:

Algorithm Algo1
Input: µQSA∪D(h, Σ), µQSA∪D(⊥, Σ)
Output: µSPA∪D(h, Σ)

let R = ∅
for everyα ∈ µQSA∪D(δ, Σ)

transformα ∧
∧
¬µQSA∪D(⊥, Σ) into a DNF

add the conjunctions toR
returnµConsA(µR)

The supporting decision arguments can be computed similarly using the following
results:

Lemma 6. SDA(h, Σ; D) = SPA∪D(h, Σ), µSDA(h, Σ; D) = µSPA∪D(h, Σ).

5.2. Improvements in the Computation

The computations described in the previous chapter are correct, yet in applications, one
becomes aware that some of them require a lot of time. Where is the problem? The
computation of a typical supportµSPA(h, Σ; D) as defined above requires according
to Lemma 5 essentially that we determineµSPA∪P (h, Σ). This is done by computing
the two minimal sets of argumentsµQSA∪D(h, Σ) andµQSA∪D(⊥, Σ), which both can
be computed usually in short time. The computationally hard part is then the combination
of them according to the algorithmAlgo1. There, especially the conversion of a negated
DNF into a DNF is time consuming, i.e., a translation from a CNF to a DNF. This is a
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problem whose complexity is known to be non-polynomial (without the introduction of
additional literals). This problem arose very clearly computing the example of energy dis-
tribution system with more redundancy (Frey and Reichert, 1973; Anrig and Baziukaitė,
2003).

Here, we are in the situation where we are not interested in the supporting arguments
µSPA∪D(h, Σ) but only inµSPA(h, Σ; D). Hence we essentially have to combine the
computation ofµSPA∪D(h, Σ) with the subsequent projection toA. The following algo-
rithm exploits the special situation:

Algorithm Algo2
Input: µQSA∪D(δ, Σ), µQSA∪D(⊥, Σ)
Output: µSPA(δ, Σ; D)

let R = ∅
for everyα ∈ µQSA∪D(δ, Σ)

let Ξα =


β↓(var(α))c

:
β ∈ µQSA∪D(⊥, Σ),
var(β) ⊆ A ∪ var(α)
lit(β) ∩ lit(¬α) = ∅




transformα ∧
∧

¬Ξα into a DNFδ = δ1 ∨ · · · ∨ δq(α)

and addδ↓A
i to R for everyi = 1, . . . , q(α)

returnµConsA(µR)

Remember that for a conjunctionα = α1∧· · ·∧αq, the set of literalslit(¬α) consists
of the literals contained in the clause¬α1 ∨ · · · ∨ ¬αq.

Lemma 7. The result of the algorithm is equal toµSPA(δ, Σ, D).

EXAMPLE 4. Consider the set of assumptionsA = {a1, a2, a3} and the decision vari-
ablesD = {d1, d2}. Assume that we have computed

µQSA∪D(δ, Σ) = {a1 ∧ d1, d2, a2}
µQSA∪D(⊥, Σ) = {a3 ∧ d2, ¬d1 ∧ a2, a1 ∧ ¬a2 ∧ d1}

and we have to compute the set of supporting argumentsµSPA(δ, Σ; D).
We use the algorithmAlgo2. First, we setR = 0. Consider the first elementa1 ∧ d1.

According to the algorithm, we have to look for elements inµQSA∪D(⊥, Σ) which re-
spect the two conditions of the definition ofΞα. The first argument,a3 ∧ d2 does not
respect the first condition becausevar(a3 ∧ d2) = {a3, d2} �⊆ A ∪ var(a1 ∧ d1) =
{a1, a2, a3, d1}. Hence this argument can be omitted. The second one,¬d1 ∧ a2,
does not respect the second condition becauselit(¬d1 ∧ a2) ∩ lit(¬(a1 ∧ d1)) =
{¬d1, a2} ∩ {¬a1,¬d1} = {¬d1} �= ∅ and can therefore be omitted too. The third
one, a1 ∧ ¬a2 ∧ d1, does respect both conditions, hence we have to project it to
(var(a1∧d1))c = {a2, a3, d2}, i.e.,(a1∧¬a2∧d1)↓{a2,a3,d2} = ¬a2. Then, the resulting
formulaa1∧d1∧¬(a2) has to be transformed into a DNF (which it already is in this case)
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and its projection toA is added toR, henceR = {a1∧¬a2}. The same procedure is now
done with the second elementd2 of µQSA∪D(δ, Σ). This yieldsR = {a1 ∧ ¬a2, ¬a3}
and, using the third elementa2, we getR = {a1 ∧ ¬a2, ¬a3, a2}. Finally, we have
to apply the minimality operatorµ which yieldsµR = {¬a3, a2} and then apply the
operatorConsA to µR which, in this special case, does not change anything, hence the
result isµSPA(δ, Σ) = {¬a3, a2}.

5.3. Local Computations and Approximation Techniques

For the computation of supporting arguments, we can re-use techniques from PAS
(Haenniet al., 2000) based on the concept of variable elimination. One of the main prob-
lems of variable elimination (Haenniet al., 2000) is the order in which these variables
are actually eliminated (the results are equivalent for all orderings, but the computation
time depends very much on the ordering). An ordering corresponds to a computation on a
certain hypertree structure, a local computation technique based on ideas from Lauritzen
& Shenoy (Lauritzen and Shenoy, 1995) which allows to distribute the computations on
different virtual or real processors (Shenoy and Kohlas, 2000; Kohlas, 2003). We refer
also to (Anrig and Kohlas, 2002a) for applications of these computation techniques to
reliability and diagnostic.

Based on these symbolical results, the numerical results can then be computed
using orthogonalization techniques in reliability theory (Abraham, 1979; Heidtmann,
1989; Heidtmann, 1997; Bertschy and Monney, 1996; Anrig and Beichelt, 2001). Be-
sides, new promising approches focus on more general decomposition techniques (Dar-
wiche and Marquis, 2001; Darwiche, 2002). If we are only interested in numerical results,
then there is a second, often more efficient way, cf. Section 4.4.

When applying the framework of argumentation systems to larger problems, there is
need for approximation techniques (Haenni, 2001; Haenni, 2001a); yet its application to
PADS is subject to further research.

6. Conclusion

We have shown how the well-known formalism of PAS can be enriched with decision
variables. A specialized algorithm for computing the respective arguments has been pre-
sented. This allows now to use this framework for example in model-based reliability
theory (Anrig and Kohlas, 2002; Anrig and Kohlas, 2002a) for computing structure func-
tions.

Several open questions arose during the research. First, the numerical counterpart of
PAS is – in some sense – the computation with belief functions (Haenni and Lehmann,
2003; Haenni and Lehmann, 2001). But is it possible to apply the same concepts for
PADS? Second, several approximation techniques are known for PAS and also for belief
functions. Is it possible to use the same techniques for PADS? Using these approximation
technique we would get then (symbolical) upper and lower bounds of structure functions
in reliability theory.
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Tikimybinės argumentavimo sistemos su sprendimo priėmimo
kintamaisiais

Bernhard ANRIG, Dalia BAZIUKAIṪE

Tikimybini ↪u argumentavimo sistem↪u s↪avoka yra apribota dviej↪u tip ↪u kintamaisiais: prielaidomis,
kuriomis modeliuojama neapibrėžtoji žini ↪u dalis, ir teiginiais, modeliuojaňciais likusi↪a informa-
cijos dal↪i. Atskiri tikimybini ↪u argumentavimo sistem↪u taikymo atvejai sutinkami↪ivairiose prob-
leminėse srityse, sprendžiant skirtingos prigimties uždavinius. Šiame darbe skaitytojas supažindi-
namas su trěcio tipo kintamaisiais, kuriuos vadiname sprendimo priėmimo kintamaisiais. Šis naujas
kintam ↪uj ↪u tipas leidžia išreikšti vartotojo sprendimus, kuriuos šis gali priimti reaguodamas↪i tam
tikr ↪a sistemos b̄usen↪a. Straipsnyje pristatomas argument↪u su sprendimo priėmimo kintamaisiais
apskaǐciavimo algoritmas.


